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Abstract

This thesis investigates the mathematical foundations that are necessary for
an extension of Abramsky’s domain theory in logical form to continuous
domains.

We present a multi-lingual sequent calculus, that is a positive logic al-
lowing sequents that relate propositions from different languages. This
setup necessitates a number of syntactic adjustments. In particular, we dis-
cuss different reformulations of the cut rule and how they can be used as a
basis for a category MLS of logical systems. Then we investigate cut elim-
ination in this logic. From a semantic point of view this can be seen as
enabling us to perform domain constructions in purely syntactic form.

The category MLS has a number of different manifestations, and we
study it with logical, localic, topological and categorical methods. From a
topological point of view, we show that MLS is equivalent to the category
of stably compact spaces with certain closed relations. By putting together
cut elimination and representation theorems for these spaces we get a con-
tinuous domain theory in logical form.
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Introduction

Domains are used in the theory of semantics of programming languages to
give denotational models for programs. In this approach a data type corre-
sponds to a structured set, called a domain, and a program is interpreted as
a function between the domains corresponding to the input and the output
types of the program. One can then employ mathematical reasoning on
the domain theoretic side to get insights into the behaviour of the program.
This approach goes back to the early work of Scott [Sco70] and [Sco76].
Domain theory also has strong links to other areas of mathematics, most
notably T

0

topology [GHK+80]. One reasons for this is that the specialisa-
tion order on every sober space is a dcpo. Moreover, the lattice of open sets
in a topological space is a particular dcpo and so domain theoretic methods
are often useful for their analysis.

Another branch of semantics, program logics, studies logical systems
that either describe properties of programs or how fragments of programs
transform them. The best known example is probably Hoare logic [Hoa69]
which studies triples

fPg S fQg

where P and Q are predicates and S is a statement or a fragment of a pro-
gram. The intended reading of such a triple is that if P holds before the
execution of S, then Q holds afterwards. In [Abr87] and [Abr91b] Abram-
sky explicates the connection between denotational semantics and program
logics via his programme of domain theory in logical form. The basic idea is
to utilise the correspondence between topology and certain logics.

From the computer science perspective, topology enters the theory in
several ways. For one, functions between domains arise as the semantics
of programs and the continuity of these functions is an abstract way of cap-
turing computability. The Scott topology, the topology usually considered
on domains, encodes the idea that to produce any output a computable
function can only look at a finite portion of its input. We can also give
some meaning to the topology on any space, namely as a logic of observable
properties. This logic has arbitrary disjunctions but only finite conjunctions,
analogous to the definition of a topology; sometimes this is also referred

7



8 INTRODUCTION

to as geometric logic. The asymmetry is due to the fact that an infinite dis-
junctions of properties can be observed by witnessing any one of them,
testing an infinite conjunction, on the other hand, requires infinitely many
‘experiments’ rendering such a property non-observable in general. So,
the open sets of a topological space may be identified with observable or
semi-decidable properties of its points. This idea was introduced by Smyth
[Smy83b]. For a much more thorough discussion of these issues see [Vic89,
Chapter 2], [Abr87] and [Smy92b]. Coming back to domains we conclude
that the propositions of a program logic should correspond to Scott-open
sets. Program fragments, in the form of continuous functions, act on these
propositions by taking the preimage and can thus be understood as pred-
icate transformers in the sense of Dijkstra’s weakest precondition calculus
[Dij76].

Topology and the study of the logic of observable properties are essen-
tially the same thing. We have just seen how we can go from a topological
space to such a logic. Conversely, for every logic of observable proper-
ties we can look at its Lindenbaum algebra, the quotient of the logic under
equivalence. This algebra is a lattice with arbitrary suprema and finite in-
fima, which are connected by a distributivity law. Such lattices are called
frames or locales. This is the starting point of locale theory [Joh82] which
can also be seen as topology without points [Joh83]. Among other things,
locales have the advantage that free locales exist and that one can thus con-
struct them from generators and relations. The connection between topo-
logical spaces and locales is the subject of Stone duality which says that cer-
tain categories of spaces are equivalent to certain categories of locales.

Stone duality is the main foundation of domain theory in logical form
as pioneered by Abramsky [Abr87]. A domain can be seen as a topological
space by endowing it with the Scott topology, thus also turning it into a lo-
cale. A logical description of the domain is a logic of observable properties,
a so-called prelocale, such that its Lindenbaum algebra generates this locale.
Now suppose we take the product or the function space of domains, form
a power domain or perform any other domain construction. If we already
have prelocales corresponding to these domains, then the question is how
we can translate such a construction into prelocalic terms. The aim is to
come up with purely syntactic rules to build a new prelocale from the given
ones such that it corresponds to the resulting domain. In [Abr91b] Abram-
sky gives them for the domain constructions that are commonly considered
in domain theory. On top of the logic and the constructions for prelocales
one can build different logics to talk about elements in different domains
or about functions between them. We discuss some details of Abramsky’s
programme briefly in Section 1.4.

There are several benefits of this logical viewpoint. On the one hand, it
yields new insights for domain theory because we now have to understand
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how a construction acts on properties rather than on points. The localic de-
scription is sometimes even smoother than the domain theoretic one, e.g.
in the case of the Plotkin power domain and for bilimits. This new an-
gle may also help us understand why and how certain constructions work.
Furthermore, there are concrete application of this theory: If we have a
good denotational semantics of a phenomenon we want to model, this the-
ory gives us a corresponding logic almost for free. Its advantage over ad
hoc formalisms is that the close connection to the denotational model guar-
antees that the logic is equally suitable for reasoning about the particular
system. For examples of this technique see [Abr91a] and [Abr90].

The theory as described by Abramsky does not encompass all domains;
his notion of prelocale corresponds to a class of certain algebraic domains,
the so-called bifinite or SFP domains. In fact, most of the classical domain
theory in computer science used to be focused on algebraic domains. These
are domains where every element can be approximated by compact ele-
ments which in turn can be thought of as finite pieces of information. This
is good enough for many applications since most programs process discrete
data and we are often only interested in discrete properties like termination
or correctness. However, apart from their mathematical appeal, it has long
been argued that continuous domains have a similar importance (see for ex-
ample [Jun90]). The reasons for this are mainly real number computation,
the modelling and computational analysis of other continuous mathemat-
ical structures, and probabilistic power domains which are used to study
non-deterministic and stochastic phenomena.

We consider some examples of activities in these fields. In [Esc96] Es-
cardo studies PCF with an additional ground type for real numbers. In
another paper he and Edalat look at integration in this extension of PCF
[EE96]. This is based on Edalat’s research of computational measure theory
[Eda95] and integration [Eda94] using continuous domains. Apart from
real number computation, which we have already mentioned, this theory
has applications in theoretical physics, neural networks and fractal im-
age compression. Edalat’s approach uses the probabilistic power domain
which was introduced by Plotkin and Jones [JP89]. It is a space of valua-
tions which are the domain theoretic analogue of a measure. The original
purpose of this power domain was to give a model for a non-deterministic
programming language [Jon90]. It can also be used to model other types
of stochastic behaviour. Sünderhauf studies computational models for uni-
form totally bounded spaces [Sün94]. His models are dcpo’s which are
unfortunately not necessarily continuous. Edalat and Heckmann give a
domain theoretic description of metric spaces [EH95], and Lawson shows
in [Law97] that every Polish space is a maximal point space, i.e. homeomor-
phic to the maximal points of a continuous domain. Hence, continuous
domains can be used as computational models for classical spaces.
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Continuous domain theory is an active field, as the previous paragraph
illustrates, and its importance is likely to grow as its applications become
more widespread. This is the motivation for trying to extend the domain
theory in logical form to continuous domains. In a nutshell, this is the main
aim of this thesis. It is worth mentioning that also from a mathematical
point of view it is interesting to extend the class of spaces considered. The
study of continuous domains often unravels certain features of the theory
that are not prominent in the algebraic case. A good illustration of this is
the paper [JS96] which can be seen as the first steps of continuous domains
in logical form. There the dual roles played by compact saturated and open
subsets become apparent, something which has been obscured in the alge-
braic case.

There are some other developments starting from Abramsky’s theory.
Zhang studies the logic of stable domain theory [Zha91], Bonsange gives a
Stone-type duality for non-sober spaces and discusses the link to an infini-
tary logic with arbitrary conjunctions and disjunction [Bon96]. In [RB96]
Brink and Rewitzky explore the connection with Priestley duality to study
the exact relationship between information systems, power domains, pred-
icate transformers and relational models.

One advantage of restricting domain theory in logical form to algebraic
domains is the following: Their Stone duals are algebraic lattices which
have the pleasant property that the compact elements form a sub-lattice.
This unlocks the door to a finitary, localic description of these spaces. In the
continuous case the Stone dual is only a certain kind of continuous lattice
and as such no longer has a canonical basis. In their papers [JS96] and [JS98]
Jung and Sünderhauf show how one can, nonetheless, get a good descrip-
tion of such spaces via strong proximity lattices. These structures have an or-
der of approximation in addition to their (logical) lattice order. While these
two papers were motivated by purely topological considerations their find-
ings are the starting point for a continuous domain theory in logical form.
The connection to our setup as explained in Section 3.1.2 and the results of
Section 2.2 show that they have a logical and proof-theoretic content. In
particular, this constitutes an independent justification for the two axioms
which distinguish strong proximity lattices from the structures studied in
[Smy92a].

The spaces considered in [JS96] are the stably compact spaces which are
compact, locally compact, sober spaces such that the intersection of two
compact saturated subsets is again compact. In the literature they appear
in many guises and under a number of names. In [AJ94] and [JS96], for ex-
ample, they are called ‘coherent’. This term, however, might be a possible
source of confusion: The spaces corresponding to the ‘coherent’ locales of
[Joh82] and [Vic89] are called ‘spectral’ in the latter book. Reserving the use
of the term ‘coherent’ for algebraic locales is justified by the link to ‘coher-
ent logic’ which is a well-established term. As there is also the danger of
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mixing them up with Girard’s ‘coherence spaces’ we use the more descrip-
tive term ‘stably compact’. The domains that are normally used in seman-
tics like Scott domains, bifinite and FS domains are stably compact with
respect to their Scott topology. The stably compact spaces are also closely
related to the compact ordered spaces introduced by Nachbin [Nac48], and
they can be seen as the T

0

equivalent of compact Hausdorff spaces.

This thesis is a mathematical investigation of different aspects of a log-
ical description for the class of stably compact spaces and extends Abram-
sky’s work in three directions. The first one is syntactic and goes back to
a suggestion by Andrew Moshier. The idea is to see the auxiliary relation
on strong proximity lattices as the entailment ` of a sequent calculus. This
allows us to understand the completeness proofs for individual domain
constructions in Abramsky’s programme as cut elimination. To make this
precise we introduce a multi-lingual sequent calculus, i.e. is a logic that con-
siders sequents between different languages or worlds. From the semantic
point of view we can think of them as logical descriptions of different do-
mains. But the calculus can also be motivated independently as one that al-
lows reasoning about inferences between different areas of reasoning. The
logic is very weak; the only logical connectives are conjunction and dis-
junction, and we exclude the identity axiom, while retaining all structural
rules. Given this set-up we consider an alternative to Gentzen’s cut rule
and explore how it interacts with the logical rules and how it relates to
other cut rules. We argue on purely proof theoretic grounds that conse-
quence relations ` should be interpolative. This property is well known
from semantics, where it is justified by reference to effective computabil-
ity. These results are then used to define a category MLS of logical systems
which we study from a number of different angles. There is also a good
theory of cut elimination in the multi-lingual setting. This can be used to
perform domain constructions in purely logical form: Rather than showing
completeness with respect to a domain which is known to satisfy a certain
universal property, we can perform and verify the construction directly in
MLS.

The two other directions come out of the semantics of the multi-lingual
sequent calculus. We study its model theory in the style of Stone’s work on
Boolean algebras, which in spite of the ostensible simplicity of our logic is
quite intricate. The category MLS turns out to be equivalent to stably com-
pact spaces with certain relations between them. Taking a closer look at this
proof, we get a representation theorem that characterises when a sequent
calculus in MLS encodes a given stably compact space. It can also be used
to construct such calculi: Given a space X and a ‘language’ together with
open and compact interpretations of its formulae in X , the theorem tells
us how we have to define entailment to turn it into a logical description
of X . The problem is then to come up with inductive rules that gener-
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ate this logic. This technique is applied to a number of domain construc-
tions, thus extending domain constructions in logical form to the category
of all stably compact spaces which contains a large class of continuous do-
mains. Moreover, we have two methods to perform such constructions:
One, purely syntactic, using cut elimination and a second one which relies
on the topological semantics. The constructions that we perform as exam-
ples for either method show that both options are feasible. Purely logical
constructions avoid the heavy topological machinery to some extent, but
there is quite some overhead, as the construction of coproducts shows. Do-
ing this example in full detail allows us to see exactly what is involved and
how it compares to the semantic approach.

As mentioned before, a morphism in MLS corresponds to a relation—
rather than a continuous function—between stably compact spaces, and
this is the third direction in which the present work extends Abramsky’s.
The relations that arise in this way can be characterised topologically and
are in one-to-one correspondence to topological set-valued functions. It is
not clear whether it is possible to give a logical function space construc-
tion in the current setup, but for the relation space, on the other hand, the
situation is very satisfactory. We discuss the corresponding construction se-
mantically and syntactically, and also identify the universal property that
defines it. This almost makes MLS a symmetric monoidal category, but the
mediating morphism is only unique as a function but not as a relation. To
make this precise we need a characterisation of morphisms that are func-
tions in disguise. This can be done in syntactic, localic, topological or cate-
gorical terms.

The thesis brings together ideas from proof theory, topology, domain
theory and category theory, and some familiarity with the basic concepts
from these fields is presupposed. Our principle reference is the handbook
article [AJ94] which covers domain theory and some aspects of order theory
and T

0

topology. When we need more advanced ideas from topology, locale
theory or other areas, references are given in the text. We feel free to use
the language of category theory throughout the thesis; a good introduction
of the necessary material are the first chapters of [Mac71] or [McL92]. As a
convention we compose functions from right to left, i.e.

�

f

-

�

g

-

�

is written as g Æ f , composition of relations and consequence relations ` are
from left to right. This may be slightly confusing, but it is in accordance
with the usual mathematical practice.

The outline of the thesis is as follows: Chapter 1 provides the technical
background for the thesis. It reviews material that can be found in the
literature and contains no new results. The only original contribution of
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this chapter is the short note on complete distributivity in Section 1.3.3, as
well as the organisation of the exposition and maybe some of the proofs.
The chapter does not discuss all the basics needed in the rest of the thesis,
only those that lead to the logical description of stably compact spaces.
Later we also require information about exponentials of topological spaces
and regular categories, but as they are not part of the main thrust of this
work we discuss them when we actually need them, that is at the beginning
of Sections 3.2.3 and 3.3.2, respectively. They can be seen as continuations
of Chapter 1, and the same disclaimers apply.

The first two sections cover basic T
0

topology, domain theory and Stone
duality, mainly to fix notation. For this reason many proofs are omitted.
We only include them if they are not easily found in the literature or if they
contain an interesting idea that is useful for the subsequent development of
the theory. Many subsections give explicit pointers to the literature where
more details can be found. If a theorem is given without proof and no other
reference is given, then it can be found there.

Section 1.3 introduces stably compact spaces. As their logical descrip-
tion is at the centre of this thesis and the relevant details are scattered over
a number of books and articles in the literature, we discuss them in quite
some detail including all the proofs. The section is meant as an exposi-
tion of the basic theory of stably compact spaces, their Stone duality, stably
compact domains and the link to compact pospaces. The latter is interest-
ing from a mathematical standpoint as it shows the connection to classical
spaces, but they are also an important technical tool and we make heavy
use of them in Section 3.1.4.

In the last section of the introductory chapter we give a quick overview
of Abramsky’s work. Its main purpose is to allow the reader who is not
familiar with it to see where the approaches differ and in what sense and
to what degree Abramsky’s programme has been extended successfully to
continuous domains.

In Chapter 2 we take a completely different point of view. In the first
section we study the multi-lingual sequent calculus and how we can turn it
into a category. We can think of the objects and morphisms in this category
MLS as sequent calculi for internal reasoning and for reasoning about infer-
ences between different logical domains, respectively. There are a number
of interesting properties such sequent calculi can have and we investigate
to some extent how they interact.

Section 2.2 discusses cut elimination for this logic and explains how it
can be used to construct new objects and morphisms from old ones. As an
application we construct products and coproducts in a worked example. In
the light of the last chapter this can be understood as performing domain
constructions in purely logical terms.

The last chapter ties all these ideas together. Section 3.1 contains the
core of this thesis and is technically the most demanding part. It shows
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that we can think of MLS as a syntactic description of the category of sta-
bly compact spaces and certain closed relations or multi-functions between
them. This is done by proving that these categories are equivalent. The
category has a number of syntactic, localic and topological manifestations
and we discuss their relationships.

In the second section we apply this to do domain constructions. First we
characterise when an object from MLS represents a stably compact space.
This is the key to doing concrete domain constructions in logical form and
we go through a number of them.

The final section describes a categorical way of characterising the closed
relations between stably compact spaces that actually correspond to contin-
uous functions. This complements earlier results of Section 3.1.4 where we
do this in logical, localic and topological terms.

Throughout the thesis there are remarks typeset in a slanted font. They
offer a different, often categorical, angle on the topic under consideration.
Their purpose is to provide a different point of view or to mention connec-
tions to other fields, usually without proofs. Other results in the thesis are
always logically independent from these remarks.

Chapter 2 and a large part of Section 3.1 are based on the conference
paper [JKM97]. The material has been improved in several points and some
of these improvements will be included in the journal version [JKM99].
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Chapter 1

The Basics

The material in this chapter provides the necessary prerequisites for most
of this thesis. We begin with elementary topology and order theory, mainly
to fix notation. Then we discuss Stone Duality in some detail as it is the
foundation of domain theory in logical form. This allows us to define sta-
bly compact spaces, the class of topological spaces at the heart of this inves-
tigation. We study them from the point of view of topology, locale theory
and domain theory. A quick review of Abramsky’s original domain theory
in logical form finishes the preliminaries.

1.1 Topology and Order

I assume that the reader is acquainted with basic topology, lattices, order
theory and domain theory. The principal reference for the latter two is
[AJ94]. I adhere to the terminology used there, and rely on familiarity with
the material of its Chapters 2 and 3 which discuss basic facts and construc-
tions for domains.

A good general introduction to order and lattice theory is [DP90]. As
a reference for topology the handbook article [Smy92b] is particularly well
suited for our purposes as it emphasises T

0

spaces.

1.1.1 Topology

Our motivating example of a topological space is a dcpo with the Scott
topology. Unless such a dcpo is discrete the resulting topological space is
not Hausdorff, or even T

1

, which means that the spaces at the centre of our
attention will only satisfy the T

0

separation axiom.

Hence, we start by recalling some definitions and very basic facts of
T

0

-topology. As these concepts do not appear in the Hausdorff case, they
are less well known and usually not covered in textbooks on topology.

15



16 CHAPTER 1. THE BASICS

T

0

Spaces

For every topological space X we can define the specialisation preorder by

x v y :() fxg � fyg

() x 2 fyg

() N(x) � N(y)

()

�

8U 2 N(x)

�

y 2 U;

where N(x) is the neighbourhood filter of the point x.
The connection between this preorder and convergence is as follows: If

a net or a filter converges to a point x and y v x then y is also a limit.
The specialisation preorder is antisymmetric, and hence an order rela-

tion, if and only if the space is T
0

. As mentioned above we will focus on
such spaces and, thus, will not state the following observations for the pre-
ordered case. A topological space satisfies the T

1

axiom if and only if the
specialisation order is trivial, i.e. the equality on the space.

Note that all open sets of a topological space are upper sets with respect
to the specialisation order, and the closure of a point can be written as fxg =
#x:=fy j y v xg.

The order of specialisations also allows us to order the functions be-
tween two given topological spaces. We say f v g in the so called exten-
sional order if this is the case point-wise, i.e. for all x we have f(x) v g(x).

Remark. It is easily verified that every continuous function is auto-
matically monotone for the respective preorders of specialisation. Hence,
going from a topological space to a preordered set by using the specialisa-
tion preorder defines a functor. This functor restricts and co-restricts to the
categories of T

0

spaces and of posets.
In fact, using the extensional order on hom-sets it is easy to see that

topological spaces form a (pre-)order enriched category.

In general, several topologies can induce the same order of specialisa-
tion. The coarsest such topology is the lower topology which has closed sets
generated by principal ideals #x. The finest is the Alexandrov topology which
has all lower sets as closed subsets.

Remark. The Alexandrov topology gives rise to the left adjoint to the
functor that takes the specialisation order. The lower topology, however, is
not the right adjoint.

We call a subsetA of topological space saturated if it is an intersection of
open sets. This is equivalent toA being equal to the intersection of all open
sets that contain it. Using the specialisation preorder we can also charac-
terise the saturated sets as being exactly the upper sets with respect to the
specialisation order. Hence, in a T

1

space every subset is saturated. Note
that arbitrary unions and intersections of saturated sets are again saturated.
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Any subset A of a topological space has a saturation, i.e. a smallest
saturated subset containing it, which is given by the intersection of all open
supersets of A. In fact, the intersection of any basis—not necessarily made
up from open sets—of the neighbourhood filter of A yields the saturation
of A. Using the language of the specialisation order this saturation is also
given by "A:=

�

x

�

�

(9a 2 A) a v x

	

=

S

a2A

"a.

Compactness

For us the term compactness comprises the Heine-Borel but not the Haus-
dorff property. As a consequence local compactness has to be defined to
mean that for every point x and every neighbourhood U 2 N(x) there is a
compact neighbourhood K 2 N(x) such that K � U . In the non-Hausdorff
case this is strictly stronger than every point having a compact neighbour-
hood. Also, for a T

0

space compactness does not imply local compactness.
Compactness is well-behaved under saturation.

Lemma 1.1.1. A subset of a topological space is compact if and only if its satura-
tion is.

Proof. This is an immediate consequence of the following observation: A
union of open sets covers a given setK if and only if it covers the saturation
"K .

As a corollary we get that a space is locally compact if and only if every
point has a neighbourhood filter basis of compact saturated sets. Note that
this implies that the neighbourhood filter of every compact set also has a
basis of compact saturated sets.

Given a topological space X we denote its topology by 
(X) and the
collection of compact saturated sets by K(X). We can construct a new
topology on X by taking K(X) as the subbasis for the closed sets. This
topology is called the co-compact topology and we write X

�

for the result-
ing topological space. The coarsest refinement of the original topology and
the co-compact topology is called the patch topology and we call the corre-
sponding space X

�

. It has 
(X) [

�

X nK

�

�

K 2 K(X)

	

as a subbasis for
its topology.

The real importance of these concepts will become apparent later (Sec-
tion 1.3) in the special case of stably compact spaces, and the same goes for
pospaces that we consider briefly in the next section. The reason to intro-
duce them here is that we want to have the terminology available when we
discuss the Lawson topology in the following section.

The specialisation order and the co-compact topology are linked by the
following observation.

Proposition 1.1.2. For a spaceX the specialisation preorderv
�

of the co-compact
topology is the dual of that for the original topology.
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Proof. Suppose x v y, with respect to the original order, and K 2 K(X) is
such that y =2 K . Then x =2 K because K is a saturated, that is upper, set.
The sets X nK are a subbasis of the co-compact topology, and so we have
y v

�

x with respect to this topology generated by it.
Conversely, take x 6v y. Then "x is compact saturated and does not

contain y. Since it contains x we see that y 6v
�

x.

For stably compact spaces we will see that the co-compact topology
is indeed the dual topology in a certain sense to be made precise in Sec-
tion 1.3.2.

Pospaces

A (partially) ordered space or simply pospace is a topological space X with an
order relation v such that its graph is a closed subset of X �X , endowed
with the product topology. This can be recast equivalently in a way that
makes it clearer that this is a condition on the way convergence and order
interact: Given converging nets (x

i

)

i2I

and (y

i

)

i2I

such that x
i

v y

i

holds
point-wise the limits also satisfy limx

i

v limy

i

.

Proposition 1.1.3. A pospace is Hausdorff.

Proof. The definition of pospace is self-dual. So if (X;v) is a pospace then
so is (X;w). This implies that the diagonal, as the intersection of v and w,
is closed in X �X , and thus that X is Hausdorff.

As a consequence we see that T
0

spaces can only be pospaces with re-
spect to their specialisation order if this order is trivial. Using the patch
topology they are, however, a rich source of ordered spaces.

Proposition 1.1.4. Let X be a locally compact T
0

space. Then X

�

is a pospace
with respect to the specialisation order of the original space X .

Proof. Given x 6v y we find a compact saturated neighbourhood K 2 N(x)

such that y =2 K . Hence int(K) � (X n K) is a patch open neighbourhood
of hx; yi. Suppose int(K) 3 x

0

v y

0, then y

0 is also in the saturated set
K = "K. This shows that the graph ofv does not meet the neighbourhood
int(K)� (X nK). This holds for all hx; yi 2 (X �X) nv, and thus the order
is closed.

1.1.2 Domains

As the conventions in domain theory differ slightly from author to author
we begin by repeating the basic definitions and results from [AJ94] to fix
our notation. Then we cover some domain theoretic concepts that are not
covered in the introductory chapters there.
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Dcpo’s

A subset D of a poset is called directed if it is non-empty and for any two
elements in D there is an upper bound in D. As a consequence all finite
subsets of D have upper bounds in D. A directed complete partial order or

dcpo is a poset where every directed subset D has a supremum
F

"

D. Note
that we do not require that a dcpo is non-empty or has a least element?. If
it has a least element we call a dcpo pointed.

A function f between dcpo’s is Scott-continuous if it preserves directed

suprema, i.e. f(

F

"

D) =

F

"

f(D) for directed sets D. In particular, f is
monotone.

A subset C of a dcpo X is Scott-closed if it is a lower set, i.e. C = #C ,

and if D � C is directed implies
F

"

D 2 C . Equivalently, the Scott topology
�(X) contains the upper sets that are inaccessible by directed suprema. As
the sets #x are Scott-closed the specialisation order for the Scott topology is
just the order of the dcpo. This topology justifies calling the above functions
“continuous”: A function is Scott-continuous if and only if it is continuous
with respect to the Scott topologies on the dcpo’s.

The specialisation order for the Scott topology is the original order as it
is finer then the lower but coarser than the Alexandrov topology.

Approximation

The ‘order’ of approximation or way-below relation is derived from the order

on a dcpo X as follows: x � y if for all directed sets D, y v
F

"

D implies
that there is a d 2 D such that x v d. This order clearly satisfies the impli-
cations x� y =) x v y and x v x

0

� y

0

v y =) x� y. In particular, �
is transitive.

A dcpo is continuous if every element is the directed supremum of el-
ements that approximate it. This turns out to be equivalent to the set
�

�

x:=fy j y � xg being directed and x =

F

"

�

�

x, for all x. Following [AJ94]
we reserve the term domain for dcpo’s that are at least continuous.

An element x is compact if x � x. We denote the set of compact ele-
ments by K(X). If in a domain every element is the directed supremum of
compact elements below it we call it algebraic. In an algebraic domain we
have x� y if and only if there is a compact element k such that x v k v y.

We now come to what [AJ94] calls the “single most important feature of
the order of approximation” for continuous domains. As we have already
seen � is always a transitive relation. For a continuous domain it is also
interpolative, i.e. for x� x

0 we can find an interpolating element y satisfying
x � y � x

0. This interpolation property can be stated more generally as
follows (see [AJ94, Lemma 2.2.15]): Given M � x, where M is a finite set
and the relation is required to hold for every element of M , we can find an
interpolating y such that M � y � x.
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As a consequence of interpolation the sets of the form
�

�

x form a ba-
sis of the Scott topology. Moreover, for any element x the sets "y, where
y � x, are compact neighbourhoods of x, and they are a basis of the neigh-
bourhood filter N(x). This shows in particular that a continuous domain
is locally compact. We will make use of the following consequence for the
neighbourhood filters of compact saturated sets later:

Lemma 1.1.5. Let O be an open and K a compact saturated subset of a domain
X with K � O. Then there is a finite set M such that K �

�

�

M � "M � O.

Proof. For every x 2 K we can find an x0 2 O such that x0 � x because of
the continuity of X . The union of the sets

�

�

x

0 covers K and because of the
compactness of K finitely many of the x0 suffice; we can take them as the
finite set M .

A basis of a domain is a subset B such that all elements are the directed
supremum of elements fromB that approximate it. Again this is equivalent
to �

�

x\B being directed and yielding x as its supremum. A dcpo is algebraic
if and only if its compact elements form a basis.

Note that if we are given a basis B we get a more economical basis for
the Scott topology; it is given by f

�

�

x j x 2 Bg. If we specialise this to the
algebraic case we can use the sets "k =

�

�

k, for k compact, as basic open
sets.

Lawson Topology

As we have already seen the Scott topology on a continuous domain is
locally compact. By Proposition 1.1.4 this implies that the patch topology
for the Scott topology is a pospace.

There is a different description of this patch topology. For any dcpo X
the Lawson topology is given by the subbasis of Scott-open sets and sets of
the form X n "x. It is the refinement of the Scott topology and the upper
topology; the latter has the sets "x as a subbasic closed sets.

In general the upper topology is coarser than the co-compact topology
for the Scott topology. For continuous domains, however, they agree.

Proposition 1.1.6. For a continuous domain X the Lawson topology is the patch
topology of the Scott topology.

Proof. As the co-compact topology is finer than the upper topology the
patch topology is at least as fine as the Lawson topology.

Conversely, let us suppose that U is Scott-open, K compact saturated
and x 2 U nK . By the previous lemma there is a finite set M such that
K � "M � X n #x. This implies that the point x lies in the Lawson-open
set U n "M which, in turn, is contained in U nK .
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Special Classes of Domains

Unless stated otherwise the proofs for the statements in this section can be
found in [AJ94, Section 4].

We call a domain Scott domain if it has a least element ? and any two
bounded elements have a supremum. Note that some authors require Scott
domains to be also !-algebraic; we use the term in the more liberal fashion.

Remark. Using induction and directed suprema we see that this implies
that in such a domain every bounded subset has a supremum. Thus they
are sometimes also known as bounded complete domains. An equivalent
condition is that every non-empty subset has an infimum. Another charac-
terisation is that they are precisely the Scott-closed subsets of continuous
lattices, i.e. complete lattices that are also continuous domains.

The ambient category of dcpo’s is already cartesian closed. Products
and exponentials are created by the forgetful functor to Set, the order in
both cases is given point-wise. Unfortunately, neither the category of alge-
braic nor that of continuous domains is cartesian closed and so one has to
restrict to the domains further (see [AJ94, Section 4]). Scott domains form
a cartesian closed subcategory, and, moreover, they satisfy a very strong
extension property [Esc98].

Sometimes, for example for several power domain constructions, one is
forced to consider more general domains. We do the algebraic case first.

Proposition 1.1.7. For an algebraic domain X with least element the following
two conditions are equivalent:

1. K(X) is MUB-complete, i.e. for every upper bound x of a finite subset M
there is a minimal upper bound of M below x; and every finite subset M
has a finite MUB-closure which is the smallest set N � M such that N
contains all minimal upper bounds of all its subsets.

2. There is a directed family of continuous idempotents with finite image on X
whose supremum is the identity.

If an algebraic domain satisfies the equivalent conditions of the propo-
sition we call it bifinite. They were introduced by Gordon Plotkin [Plo76].

Remark. There is another characterisation of bifinite domains as bilim-
its (see [AJ94, Section 3]) of finite posets which explains the name “bifinite”
and also the common acronym SFP domains which stands for “sequence
of finite posets”.

As an immediate corollary to the proposition every algebraic Scott do-
main is bifinite. Moreover, bifinite domains form a cartesian closed cate-
gory, in fact it is a maximal cartesian closed sub-category of pointed alge-
braic domains (see [Smy83a] and [Jun89]).
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Let C be a cartesian closed category. If C0 is a full subcategory of C that
is itself cartesian closed, then so is the full sub-category of retracts of ob-
jects from C

0 (see [Sco80]). As the continuous domains are precisely the
retracts of the algebraic domains, we get a fairly large category of continu-
ous domains by applying this procedure to bifinite domains. The resulting
domains are called RSFP for “retracts of SFP”.

Proposition 1.1.8. A domain X is an RSFP domain if and only if there is a di-
rected family of continuous endo-functions on X with finite image such that their
supremum is the identity.

Proof. [Jun89, Theorem 4.1]

Every continuous Scott domain is an RSFP domain. The idea of the
proof is as follows: Given any finite subset M of a Scott domain there are
only finitely many suprema of subsets of M . Hence, we can assume, with-
out loss of generality, that M is closed under bounded suprema. This al-
lows us to define a projection as required in the proposition by mapping an
element to the supremum, and hence the largest, of those members of M
that approximate it. It is fairly straightforward to verify that this function is
continuous. Furthermore, every infinite set is the directed union of its finite
subsets, and hence the identity is the directed supremum of such functions.

It is not known whether the category of RSFP domains is a maximal
cartesian closed sub-category of pointed continuous domains. It is con-
tained in the category of FS domains—to be defined shortly—which is max-
imal, but it is an open problem whether this containment is proper.

We say a function f : X ! X is finitely separated from the identity if
there is a finite subset M � X such that for all x 2 X there is an m 2 M

satisfying f(x) v m v x. An FS domain is a pointed domain for which
there is a directed family of endo-function that are finitely separated from
the identity and whose supremum is the identity. This condition is clearly
weaker than that of Proposition 1.1.8, hence RSFP is a subcategory of FS.

FS domains were first introduced in [Jun90]. For more information see
there or [AJ94, Section 4]. They can also be described in purely topolog-
ical terms [JS98]. This paper also contains more detailed proofs of some
properties of FS domains than the two other sources.

A function that is finitely separated from the identity maps any element
to one that approximates it:

Lemma 1.1.9. Let X be a dcpo and f : X ! X a continuous function that is
finitely separated from the identity. Then for all x 2 X we have f(x)� x.

Proof. Let M � X be a finite set that shows that f is finitely separated
from id and x 2 X an arbitrary element. Now, suppose D is directed and

x v

F

"

D which clearly implies f(x) v f(

F

"

D) =

F

"

f [D℄. For every y 2 D
there is an m 2 M such that f(y) v m v y. As M is finite and D directed
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there must be at least one such m that satisfies f [D℄ v m. This implies

f(x) v

F

"

f [D℄ v m and, moreover, there is an element y 2 D such that
f(y) v m v y. This proves f(x)� x.

As an immediate corollary we get:

Corollary 1.1.10. An FS domain is continuous.

We will come back to these special classes of domains in the next sec-
tion when we study their Stone duality. Later we will see that their Scott
topologies give rise to stably compact spaces.
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1.2 Stone Duality

We proceed with a brief introduction to Stone duality. This provides the
link between topology and logic in the form of locales. They can be thought
of as Lindenbaum algebras for a logic of observable properties that has
(normal) conjunction and infinite disjunction. For details see [AJ94, Sec-
tions 7.1 and 7.2], [Joh82, Chapters 2 and 3] or [Vic89, Chapters 3–5].

1.2.1 The Adjunction 
 a pt

Frames and Locales

The open sets of a topological space are closed under arbitrary suprema
and hence form a complete lattice. As only finite infima can be calculated
by intersections it is natural to look at these finite intersections. It turns out
that they distribute over arbitrary joins motivating the following definition.

Definition 1.2.1. A complete lattice is called a frame if it satisfies the follow-
ing frame distributivity:

x ^

_

i

y

i

=

_

i

(x ^ y

i

):

A frame homomorphism is a function between frames that preserves all
suprema and finite infima. We denote the category of frames and frame
homomorphisms by Frm. Its opposite is the category of locales, Lo.

Observe that the definition of a locale mirrors the logic of observable
properties: The equations used in the definition are made up from arbitrary
disjunctions but only finite conjunctions.

Remark. The category of frames has a number of nice properties. It is,
for example, algebraic over Set which means that free frames exist. More
importantly, one can use generators and relations to construct frames with
certain properties. For details see [Joh82, Chapter II].

A continuous function f between topological spacesX and Y gives rise
to a frame homomorphism f

�1

[�℄ : 
(Y ) ! 
(X) which takes an open set
to its preimage. Hence we get a functor 
 from Top, the category of topo-
logical spaces, to Lo.

It is worth mentioning that open sets in a topological space X are in
bijection to continuous functions from X to 2, the poset of two elements
0 v 1 equipped with the Scott topology. The bijection takes an open set
U to its characteristic function �

U

and a map � : X ! 2 to the open set
�

�1

�

f1g

�

. This correspondence is an order isomorphism since U � V is
equivalent to �

U

v �

V

.
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Taking the preimage under f can then be described as composing the
characteristic function of an open set with f , i.e. �

f

�1

[U ℄

= �

U

Æ f . This
implies that 
 followed by the forgetful functor to Set is isomorphic to the
Hom-functor Top(�;2).

Reconstructing a Space

The natural question now is whether we can retrieve a space X from its
locale of open subsets 
(X). For a Hausdorff space all sets of the form
X n fxg are open and co-atoms in 
(X). These co-atoms turn out to corre-
spond exactly to points of X .

For T
0

spaces, i.e. the ones we are particularly interested in, this is no
longer true. In general we observe that fxg is an [-irreducible closed set
which implies that X n fxg is ^-irreducible in 
(X). In a distributive lat-
tice, in particular in a locale, the ^-irreducible and the ^-prime elements
coincide. Hence, our candidates for points are the ^-prime elements.

Another approach is to observe that the open neighbourhood filter of
a point x is a completely prime filter in 
(X) which we denote by NÆ(x).
This suggests that we might want to take them as points. Fortunately, in a
complete lattice the ^-prime elements and the completely prime filters are
in one-to-one correspondence: If x is prime then the complement of #x is a
completely prime filter, and conversely if F is such a filter the supremum
of its complement is still in the complement and prime.

There is a third way of describing points. The characteristic function of
a completely prime filter is a frame homomorphism1 to 2, now considered
as a two element locale, and again the correspondence is one-to-one.

The last description allows for the simplest definition of the contravari-
ant functor pt from CLat, the category of complete lattices with frame ho-
momorphisms, to Top: Its image under the forgetful functor can be taken
to be CLat(�;2); an open subset of the space pt(L) is a set of ‘points’ which
take a specific x to 1 2 2. Describing opens by their characteristic function
they are of the form �f:f(x).

The two functors pt and 
 form a dual adjunction. If we restrict pt

to locales we can consider it as an adjunction 
 a pt between Top and
Lo. Since Lo is simply the dual category of Frm both functors are now
covariant.

From now on we are going to use the term ‘point’ to refer to a completely
prime filter in a locale or more generally in a complete lattice. We might
also use the term to refer to the corresponding characteristic function as
long as it is obvious from the context what is meant. Sometimes, if we
want to make clear that we are talking about the elements of a locale and
not its ‘points’ we refer to the elements as the ‘opens’ of the locale.

1We use this as a shorthand for “preserves arbitrary suprema and finite infima” even if
the lattices involved are just complete lattices and not frames.
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Given a locale L one can directly read off the specialisation order of the
topological space pt(L) it describes; it is just subset inclusion. The exten-
sional order on functions between such spaces, introduced in Section 1.1.1,
is also manifest on the localic side.

Proposition 1.2.2. For two functions f and g between topological spaces we have
f v g if and only if for all open sets U the preimages satisfy f�1[U ℄ � g

�1

[U ℄, or
in other words if 
(f) v 
(g).

Conversely, if f v g holds point-wise for frame homomorphisms f and g then
pt(f) v pt(g).

1.2.2 Sobriety and Spatiality

We still have not answered the question which spaces can be reconstructed
from their lattice of opens. It is obvious that a space has at least to satisfy
the T

0

separation axiom. For the dual problem of reconstructing a lattice
from its ‘points’ it is clear that the lattice has to be at least a locale. So, the
question is tantamount to restricting and co-restricting the above adjunc-
tion to an equivalence. That is to say we have to characterise those spaces
and locales whose units and co-units are isomorphisms.

Before we can do this we need some information on how the units
�

X

: X �! pt(
(X)) and co-units �
L

: L �! 
(pt(L)) work. As we have
already observed there is a perfect symmetry of the two functors pt and 


which allows us to write them both as Hom-functors (�;2) in the respec-
tive categories. So, it may not come as a surprise that both �

X

and �

L

can
be written as the evaluation function �x:�f:f(x), disregarding the types of
the arguments.

For unit this is just a fancy way of saying that �
X

takes a point to its
neighbourhood filter. Thinking of ‘points’ as completely prime filters the
co-unit takes the form �

L

(x):=

�

P 2 pt(L)
�

�

x 2 P

	

. When we want to
stress that this is an open set in pt(L) we sometimes refer to it as O

x

. As �
L

is a frame homomorphism we infer OW
x

i

=

S

O

x

i

and O
x^y

= O

x

\O

y

.

Now, we can state the relevant facts concerning the reconstruction of
spaces:

Proposition 1.2.3. For a topological space X the following are equivalent:

1. The unit �
X

is a homeomorphism.

2. The function �
X

is bijective.

3. Every [-irreducible closed set is the closure of a unique point.

4. Every completely prime filter in 
(X) is the open neighbourhood filter of a
unique point.
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A space satisfying these equivalent conditions is called sober. Note that
if we restrict ourselves to T

0

spaces we only have to ask for �
X

to be surjec-
tive, or equivalently we can ignore uniqueness in conditions (3) and (4).

On the complete lattice side we get:

Proposition 1.2.4. For a complete lattice L the following conditions are equiva-
lent:

1. The co-unit �
L

is an order-isomorphism.

2. �
L

is injective.

3. �
L

is order-reflecting.

4. The elements of L are separated by completely prime filters.

5. For elements x � y there exists a completely prime filter containing x but
not y.

6. L is ^-generated by ^-prime elements, i.e. every element is the meet of the
meet-prime elements above it.

A complete lattice is called spatial if it satisfies the conditions of the
above proposition.

The functors pt and 
 give rise to closure operators in the following
sense:

Proposition 1.2.5. For a complete lattice L the space pt(L) is sober, and for a
topological space X the locale 
(X) is spatial.

The functors pt and 
 restrict and co-restrict to an equivalence of the full
subcategories of sober spaces and spatial locales.

The composition pt Æ 
 of these two functors is known as sobrification,

 Æ pt as spatialisation.

Proposition 1.2.6. Arbitrary products and coproducts of sober spaces are sober.

Proof. For products this is an immediate consequence of the fact that the
functor pt as a right adjoint preserves all limits.

For coproducts let A �

`

i

X

i

be an irreducible closed subset of the
disjoint union of the sober spaces X

i

. We claim that A must be a subset of
one of the X

i

. This is true since A\X
j

6= ; and A\X 0

j

6= ; implies that we
can write it as a non-trivial union

A =

�

�

a

i

X

i

�

nX

j

\A

�

[

�

�

a

i

X

i

�

nX

0

j

\A

�

of closed sets, contradicting its irreducibility. The claim now follows imme-
diately from the sobriety of the corresponding space X

i

� A.
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Sobriety and Domains

For the programme of domain theory in logical form we will concentrate
on spaces which are domains with their Scott topology. With respect to our
current viewpoint these spaces are ‘well-behaved’:

Proposition 1.2.7. If D is a continuous domain then �(D), the Scott topology
on D, is sober.

Continuity cannot be dropped from the previous proposition [Joh81].
Later on we will characterise the topologies that arise as Scott topologies
for continuous domains.

There is also a connection between continuity and spatiality: For a dis-
tributive complete lattice continuity implies frame distributivity because
intersection on a continuous domain is Scott-continuous. Hence, such lat-
tices are locales. Moreover they turn out to be spatial.

Proposition 1.2.8. A distributive, continuous lattice is a spatial locale.

For a thorough discussion of continuous lattices see [GHK+80]. Most of
the results about the hierarchy of Stone dualities, given later in this chapter,
can also be found there.

As mentioned above the specialisation order on pt(L) is just subset in-
clusion. As the directed union of ‘points’, i.e. completely prime filters, is
again a ‘point’ this specialisation order is always a dcpo. We get even more:

Proposition 1.2.9. The specialisation of a sober space is a dcpo, and the topology
is coarser than the Scott topology.

We can extend this to morphisms as well. The standard proof that for
dcpo’s Scott-continuity and topological continuity with respect to the Scott
topologies coincide actually shows slightly more. If f : X ! Y is a con-
tinuous function from a dcpo X with the Scott topology to any space Y
then f is Scott-continuous, i.e. f preserves directed suprema. In particular,
suprema of images of directed sets in X exist in Y . As a consequence we
see that continuous maps between sober spaces are Scott-continuous.

Remark. Categorically, this makes the specialisation order a functor
from sober spaces to dcpo’s.

Considered as a functor to posets the left adjoint of the specialisation
order is given by the sobrification of the Alexandrov topology. The result-
ing space is just the ideal completion of the poset with the Scott topology.

We can also take directed suprema of functions between sober spaces.

Lemma 1.2.10. If X and Y are sober spaces and f
i

: X ! Y is a directed family

of continuous maps then the point-wise supremum
F

"

f

i

is also continuous.
This corresponds to taking the point-wise supremum of the locale morphisms:




�

F

"

f

i

�

=

F

"


(f

i

).
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Proof. We first claim that for a Scott-open set U we have
�

F

"

f

i

�

�1

[U ℄ =

S

"

f

�1

i

[U ℄. The latter set is clearly contained in the former. For the other

subset inclusion note that x 2
�

F

"

f

i

�

�1

[U ℄ implies
F

"

f

i

(x) 2 U and hence
f

i

(x) 2 U for an index i.
From this observation we instantly get that

F

"

f

i

is continuous as for
a sober space every open set is Scott-open. The second claim is also an
immediate consequence.

The proof of the first assertion of the lemma did not even use sobri-
ety. It works whenever Y carries a topology that is coarser than the Scott
topology.

Compact Saturated Sets

Given a compact subsetK of a topological spaceX its open neighbourhood
filter NÆ(K) =

�

O 2 
(X)

�

�

K � O

	

is clearly a Scott-open filter in the
locale 
(X). (Without loss of generality we can assume K to be saturated
as any set has the same open neighbourhood filter as its saturation.)

This suggest to think of Scott-open filters in any locale L as compact
saturated ‘subsets’. To justify this we have to show that every such filter
does indeed correspond to a compact saturated subset in pt(L). This is the
statement of the (localic) Hofmann-Mislove Theorem [HM81]. We discuss
the proof in detail so we can compare it to the logical version later. It is
essentially a localic version of the proof given in [KP94]. The following is
the key lemma.

Lemma 1.2.11. If F is a Scott-open filter in a distributive complete lattice and
x 2 L n F then there is a completely prime filter P � F such that x =2 P .

Proof. The set LnF is Scott-closed and so in particular inductively ordered.
By Zorn’s Lemma we find a maximal element x0 � x that does not lie in F .
Any maximal element not in a filter is ^-irreducible, and in a distributive
lattice ^-irreducible and ^-prime elements coincide. This in turn implies
that P :=Ln#x0 is again a filter. This filter is clearly completely prime as the
complement of the principal ideal #x0. The conditions x =2 P and F � P

follow immediately from x � x

0

=2 F = "F .

The lemma can be rephrased to say that completely prime filters, i.e. the
‘points’, separate elements from Scott-open filters, or that every Scott-open
filter is the intersection of the completely prime filters containing it.

We can now prove the above claim that all Scott-open filters in a locale
correspond to compact saturated sets.

Theorem 1.2.12. Given a distributive complete lattice L the Scott-open filters on
L are in one-to-one correspondence to the compact saturated subsets of pt(L).
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The isomorphism takes a filter F � L to the set of all ‘points’ containing it and
a compact saturated set K � pt(L) to

T

K = fx 2 L j K � O

x

g. These maps
are order-isomorphisms with respect to inclusion on filters and reverse inclusion
on compact saturated sets.

Proof. Suppose K is a compact saturated set. If we consider the equiva-
lences

K � O

x

() (8P 2 K) x 2 P () x 2

\

K

we see that the sets fx j K � O

x

g and
T

K are indeed equal, and as the first
is an intersection of filters it is again a filter. That it is Scott-open follows
from the compactness of K and the fact that O

(�)

= �

L

is a frame homomor-
phism and thus commutes with arbitrary suprema.

Now take a Scott-open filter F � L. We only have to show that the set
K:=

�

P 2 pt(L)
�

�

F � P

	

is compact, because it is obviously an upper set
and thus saturated. Suppose it is covered by a directed union of open sets
S

"

O

x

i

= O

W

"

x

i

which is equivalent to (8P � F )

W

"

x

i

2 P , where P is a

‘point’. By the previous lemma we get
W

"

x

i

2 F and as F is Scott-open
there must be an index i for which x

i

2 F . This implies K � O

x

i

, and thus
K is compact.

It remains to show that the above mappings are mutually inverse. From
the lemma we already know that

T

�

P 2 pt(L)
�

�

F � P

	

= F holds. For
the converse we get

�

P 2 pt(L)
�

�

\

K � P

	

=

�

P

�

�

(8x 2

\

K) x 2 P

	

=

\

fO

x

j x 2

\

Kg =

\

fO

x

j K � O

x

g

= "K = K:

Starting with a sober space, the more common, topological version of
the theorem is an immediate consequence.

Corollary 1.2.13. The compact saturated subsets of a sober space X are order
isomorphic the Scott-open filters of 
(X).

The corresponding maps take a Scott-open filter to its intersection and a com-
pact saturated set to its open neighbourhood filter.

Remark. We have already observed that a subset of a space and its sat-
uration have the same neighbourhood filter, and we can clearly reconstruct
a saturated set from this filter by taking the intersection. This suggest a
one-to-one correspondence between saturated sets and filters in the locale.
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Unfortunately, this does not quite work; in general, several filters represent
the same saturated set. As an example consider the filter

F :=

�

R n f1; 2; : : : ; ng

�

�

n 2 N

	

� 
(R):

Its intersection is
T

F = R n N , an open set that does not lie in F.
The filters that do arise as neighbourhood filters of saturated sets are

precisely those that are intersections of completely prime filters.
These observations can be used to give some meaning to infinite meets

in locales, although they are not part of the language. The infimum of any
subset in a complete lattice is the same as that of the filter generated by
the set. Hence

V

is essentially an operation on filters. In a locale the result
yields the interior of the saturated set that such a filter represents.

We summarise the correspondence between topological and localic con-
cepts that we have been discussing up to here in the following table. In the
rest of this thesis we are going to make heavy use of these equivalences,
sometimes without explicitly mentioning it.

Space Locale

point completely prime filter
open set element

compact saturated set Scott-open filter
(saturated set) (filter)

In many cases the Hofmann-Mislove Theorem is used in the form of the
following corollary. It is slightly stronger than just stating that for a sober
space X the poset

�

K(X);�

�

is a dcpo.

Corollary 1.2.14. In a sober space X a filtered intersection of compact saturated
sets is compact saturated.

Moreover, if such an intersection lies in an open set O than one of the compact
saturated sets is already a subset of O. In particular, a filtered intersection of non-
empty compact saturated sets in non-empty.

Proof. We can translate the directed intersection into a directed union of
Scott-open filters. The result is then again such a filter. This implies that the
infimum of the directed family of compact saturated sets exist in

�

K(X);�

�

and that it is given by the intersection of the union of the neighbourhood
filters of the original compact saturated sets.

Now, it is generally true in a complete lattice that the meet of a union
of subsets is the meet of the meets of the individual sets—this is ‘general
associativity’. Applying this to the power set P(X) we see that the above
infimum is just the filtered intersection of the compact saturated sets.

Thinking on the side of Scott-open filters it is obvious that an open set
is only in the directed union if it was already in one the original filters.



32 CHAPTER 1. THE BASICS

As another application of the Hofmann-Mislove Theorem we prove the
localic equivalent of the well-known theorem that the continuous image of
a compact set is compact. But first we need a lemma.

Lemma 1.2.15. If P is a completely prime filter and
T

Q

i

� P , where the Q
i

are
upper sets, then there is an index i such that Q

i

� P .

Proof. Suppose otherwise that for all i there is an element x
i

2 Q

i

n P .
Then

W

x

i

lies in
T

Q

i

as these are upper sets, but on the other hand the
supremum cannot be a member of the completely prime filter P . Hence we
have

W

x

i

2

T

Q

i

n P , a contradiction.

Topologically, the following proposition is almost trivial. The reason for
a localic form of it is that we need it later for the proof of Lemma 1.3.16.

Proposition 1.2.16. If f : L �! M is a frame homomorphism and F � M a
Scott-open filter then so is its preimage f�1[F ℄.

Topologically this can be seen as map f
K

: K

�

pt(L)
�

�! K

�

pt(M)

�

that takes
a compact saturated set K to "f [K℄.

Proof. The first assertion is trivial because frame homomorphisms preserve
finite infima and arbitrary, hence in particular directed, suprema.

Now, take a ‘point’ P in the compact saturated set K corresponding
to a Scott-open filter F—in other words, let F � P . Then we get f�1[F ℄ �
f

�1

[P ℄ = (ptf)(P ) and we see that f [K℄ is a subset of the compact saturated
set corresponding to f�1[F ℄. This implies that the saturation "f [K℄ is also
contained in this set.

Conversely, if we have f�1[F ℄ � P , then we can re-write the first filter
using Lemma 1.2.11 as

f

�1

[F ℄ = f

�1

h

\

�

Q 2 pt(M)

�

�

F � Q

	

i

=

\

�

f

�1

[Q℄

�

�

F � Q

	

:

So, by the previous lemma we get a ‘point’ Q � F such that f�1[Q℄ � P

which shows the other subset inclusion.

1.2.3 Hierarchy of Stone Dualities I

We now investigate how the duality between sober spaces and spatial lo-
cales can be restricted and co-restricted. For a road map to the hierarchy of
Stone dualities we are studying in this section see Figure 1.1 on page 35.

Local Compactness

From Proposition 1.2.8 we know that a continuous locale is spatial. We
claim that these locales are exactly those which are isomorphic to the lattice
of open subsets of a locally compact sober space. To see this we need more
information about the order of approximation for the opens and compact
saturated subsets of a space.
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Lemma 1.2.17. Let X be a locally compact space. Then O � O

0 holds in the
lattice

�


(X);�

�

if and only if there is a compact (saturated) set K such that
O � K � O

0.
In
�

K(X);�

�

the condition K � K

0 implies that there is an open set O
satisfying K � O � K

0. The converse is true if, in addition, X is sober.

Proof. In the situation O � K � O

0, where K is compact, we clearly have
O � O

0. For the reverse implication observe that local compactness implies
thatO0 is the union of compact neighbourhoods of its points, and that finite
unions of compact sets are compact.

Now, suppose K � K

0. As a saturated set, K 0 is the intersection of any
filter basis of its neighbourhood filter. By local compactness we can assume
this to be made up from compact saturated sets, and so we find L 2 K(X)

such that K 0

� int(L) � L � K .
The implication K � O � K

0

=) K � K

0 is a direct consequence of
Corollary 1.2.14.

From the first half of the lemma it follows that local compactness of a
space entails the continuity of the corresponding locale.

Proposition 1.2.18. The equivalence of Proposition 1.2.5 between sober spaces
and spatial locales restricts and co-restricts to locally compact spaces and continu-
ous locales.

Proof. For the remaining direction consider u 2 P 2 pt(L), where L is a
continuous locale. We can think of u 2 P to say that the ‘point’ P lies in
the ‘open set’ u. P is completely prime and thus Scott-open, and as L is
continuous we find u

0

2 P that approximates u. Using the interpolation
property repeatedly we construct a sequence u0 � � � � � u

2

� u

1

� u. It
is now easy to check that K:=

S

n2N

�

�

u

n

is a Scott-open filter and that we
have u 2 K � "u

0

� P . Using the Hofmann-Mislove Theorem in the form
of Lemma 1.2.11 we see that thinking in terms of the space pt(L) this means
that the compact saturated set corresponding to K is contained in O

u

and
that the interior of K is larger than O0

u

which in term contains the ‘point’ P .
Consequently, pt(L) is locally compact.

Remark. This result can actually be slightly sharpened: Because of

(X)

�

=


(pt(
(X))), the open set lattice 
(X) is continuous if and only if
pt(
(X)), the sobrification of X , is locally compact.

In the following compact saturated and open sets will play equally im-
portant roles; this link will feature more prominently in the next section.
Hence, we state the analogue of the proposition for compact saturated sets.

Proposition 1.2.19. For a locally compact sober space X ,
�

K(X);�

�

is a contin-
uous dcpo.
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The sets 2O:=
�

K 2 K(X)

�

�

K � O

	

, for O open, form a basis of the Scott
topology.

Proof. We have already seen in Corollary 1.2.14 that K(X) is a dcpo under
reverse inclusion. Now from local compactness we can infer that every
compact set has a neighbourhood filter basis of compact saturated sets. By
Lemma 1.2.17 this shows that this dcpo is continuous.

A set 2O is Scott-open by the second observation of Corollary 1.2.14,
and interpolation together with Lemma 1.2.17 yields that such sets form a
basis of the topology.

In general, we can say nothing about unions of compact sets. But if
the set that we take the union over is itself compact the situation is much
better. The following lemma is taken from [Sch93, Section 7.3.2] and will be
important later.

Lemma 1.2.20. Let X be a locally compact sober space. If C is a compact subset
of K(X) then

S

C is compact saturated.

Proof. The set
S

C is an upper set as a union of upper sets. To see that it

is compact suppose O is a directed open cover, i.e.
S

"

O �

S

C. For every
K 2 Cwe can find an O 2 O, by compactness, such that K � O, or in other
words K 2 2O. The set f2O j O 2 Og is clearly a directed family of open
subsets of K(X), and by the previous observation it covers C. Hence, we
can use the compactness of C to find an O 2 O such that C � 2O and thus
S

C � O.

Restricting locales further it is quite natural to ask what happens if we
require them to be not just continuous but algebraic. The compact elements
in 
(X) are exactly the compact-open subsets of X , which we denote by
K
(X). So, algebraicity of 
(X) is tantamount to saying that the space X
has a basis of compact-open subsets.

Proposition 1.2.21. The functors 
 and pt restrict to an equivalence between
spaces with a basis of compact-open sets and algebraic locales.

Domains

Up to now we have discussed general topological spaces. In the following
we want to concentrate on those that are continuous domains with their
Scott topology. We letDom denote the category of continuous domains with
Scott-continuous functions and use Alg for the full subcategory of algebraic
domains. Their Stone duals have been identified by Lawson [Law79] and
Hoffmann [Hof81] to be the completely distributive lattices.
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� Top

� Sob

� LoCp

CpOpen � � Dom

� Alg

Figure 1.1: Hierarchy of categories of topological spaces I

Definition 1.2.22. A complete lattice is called completely distributive if the
following infinite distributivity law holds:

^

i2I

_

A

i

=

_

f2(

Q

A

i

)

^

i2I

f(i)

As with the finite version of this law, complete distributivity is a self-
dual concept.

Proposition 1.2.23. The Stone dual of Dom is the category of completely dis-
tributive lattices.

To understand the intersection of Dom and CpOpen we have to study
compact-open sets in continuous domains. We claim that they are exactly
those of the form "M , for a finite set M of compact elements. Such sets
are clearly compact-open. To see the converse take a compact-open set K ,
and note that being an open set it can be written as K =

S

x2K

�

�

x. By
compactness we find a finite subset M � K such that K =

�

�

M , and after
eliminating superfluous elements fromM we see that it consists of compact
minimal elements of K .

Proposition 1.2.24. The category Alg is the intersection of Dom and CpOpen.
Its Stone dual is the category of algebraic completely distributive lattices.

Proof. In an algebraic domain X sets of the form "M , for M �fin K(X), are
a basis of the Scott topology.

Conversely, for any point x the sets
�

�

y, where y � x, form a basis of its
neighbourhood filter. If the compact-open sets are a basis for the topology
then the considerations prior to this proposition show that x is the directed
supremum of compact elements.
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1.3 Stably Compact Spaces

Another direction to take from locally compact spaces is to study stably
compact spaces. They play an important role in domain theory as the com-
monly used classes of domains give rise to stably compact spaces when
equipped with the Scott topology; for details see [AJ94, Section 4], [Jun89]
and [Jun90]. Stably compact spaces are also closely related to compact
pospaces, and they have many of the ‘nice’ properties of Hausdorff spaces.

In this section we will use some more advanced tools from general
topology, in particular ultrafilters and nets, which are, for example, dis-
cussed in [Bou88] and [Kel75].

1.3.1 The Definition

There are several ways to define stably compact spaces. As these spaces are
at the centre of this thesis we explicitly prove these definitions equivalent.

But first we need some auxiliary definitions. The order of approxima-
tion in a complete lattice is called multiplicative if x� y; z implies x� y^z.

A space is supersober if given an ultrafilter U on it the set of its limits
L(U) =

T

fF j F 2 Ug is either empty or has a largest element x. The latter
is equivalent to the condition that the set of limits is closure of that point,
i.e. L(U) = #x.

This terminology is justified by the following observation.

Proposition 1.3.1. A supersober space is sober.

Proof. Let X be supersober and A an irreducible closed subset. We define

B :=

�

U \A

�

�

U 2 
(X)

	

n f;g

which is a filter basis because of the irreducibility of A, and hence we can
refine the filter it generates to an ultrafilter U. By the construction of B
every element of A is a limit of this ultrafilter, and as A 2 B � U and
A is closed no point outside of A can be in the set of its limits L(U). We
have thus shown A = L(U) and by supersobriety this set is the closure of a
unique point completing the proof that X is sober.

If X is a Hausdorff space then the specialisation order is simply equal-
ity. This implies that such spaces are trivially supersober and thus sober.
In the T

0

setting these concepts become more interesting. A particularly
important class of supersober spaces is given by the locally compact ones
which can be characterised in a number of different ways:

Theorem 1.3.2. For a locally compact sober space X the following conditions are
equivalent:

1. X is supersober;
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2. the intersection of any two compact saturated sets is again compact;

3. the order of approximation on 
(X) is multiplicative;

4. given two Scott-open filters F;G � 
(X) the filter generated by F [ G is
again Scott-open.

Proof. We begin by showing the last three conditions equivalent.

“(2) ) (3)”: Let U; V;W be open sets such that U � V;W . Since
X is locally compact we find compact saturated sets K and L satisfying
U � K � V and U � L �W . We get U � K \ L � V \W , and as K \ L is
compact by assumption we see U � V \W .

“(3) ) (4)”: Suppose that F and G are Scott-open filters in the lat-
tice 
(X). First, we observe that the filter generated by F [ G is just
fU \ V j U 2 F; V 2 Gg =: H . This set is clearly filtered and generates the
same filter. Since 
(X) is distributive we see that W � U \ V implies
W = W [ (U \ V ) = (W [ U) \ (W [ V ) which shows that the set is al-
ready a filter.

We now verify that H is Scott-open. For a locally compact space 
(X)

is continuous, and so for U 2 F and V 2 G we can find U

0

2 F and
V

0

2 G such that U 0

� U and V

0

� V . We infer U 0

\ V

0

� U; V and thus
U

0

\ V

0

� U \ V by assumption. This shows that H is a union of Scott-
open sets of the form

�

�

(U

0

\ V

0

), hence Scott-open.

“(4) ) (2)”: Let K and L be compact saturated sets. Then the neigh-
bourhood filters NÆ(K):=

�

U 2 
(X)

�

�

K � U

	

and NÆ(L) are Scott-open.
By Corollary 1.2.13 the set K \ L is simply the intersection over the filter
generated byNÆ(K)[N

Æ

(L). By assumption this filter is Scott-open and so
because of the Hofmann-Mislove Theorem K \ L is compact.

“(1) ) (2)”: Let K and L be compact saturated. We have to show that
K\L is compact. To this end letU be an ultrafilter onK\L. Considered as
a filter basis it induces ultrafilters U

K

, U
L

and U
X

on K , L and X , respec-
tively. AsK and L are compact U

K

and U
L

have limits x
K

2 K and x
L

2 L.
They are also limits of U

X

in X . By supersobriety of X the set L(U
X

) has
a largest element x, so x

K

; x

L

v x with respect to the specialisation order.
Now, K and L are saturated which implies x 2 K \ L. Moreover, since U

X

is the filter in X generated by U, the point x is also a limit of the original
ultrafilter U. This shows that every ultrafilter on K \ L converges.

“(2) ) (1)”: Let U be an ultrafilter with L(U) 6= ;. Then the set
L(U) =

T

fF j F 2 Ug is closed, and we will show that it is irreducible.
Assume L(U) = A

1

[ A

2

where both are proper subsets. Then there are
elements a

i

2 L(U) n A
i

, for i 2 f1; 2g, and as X is locally compact we
find compact saturated neighbourhoods K

i

satisfying a

i

2 int(K
i

) and
K

i

\ A

i

= ;. The set K
1

\ K

2

is compact saturated by assumption and
we get (K

1

\K

2

) \ (A

1

[A

2

) = (K

1

\K

2

) \ L(U) = ;. The sets K
1

and K
2
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are neighbourhoods of the limits a
1

and a

2

and we infer K
1

;K

2

2 U and
thus K

1

\K

2

2 U. But this means that the restriction

U

jK

1

\K

2

:= fF \K

1

\K

2

j F 2 Ug = fF 2 U j F � K

1

\K

2

g

is an ultrafilter on the compact setK
1

\K

2

and so converges to a point x of
that set. Thus U also converges to x 2 K

1

\K

2

which is disjoint from L(U),
a contradiction. This implies that L(U) is an irreducible closed set, and by
sobriety of X it must be the closure of a point.

Definition 1.3.3. A space is called stably compact if it is sober, compact, lo-
cally compact and satisfies the equivalent conditions of the proposition.

As supersobriety implies sobriety a space is stably compact if it is locally
compact and every ultrafilter has a largest limit—the latter requirement
comprises supersobriety and compactness. In domain theory compactness
is quite a mild condition as, for example, every domain with ? is trivially
compact. On the localic side we can express compactness as 1� 1.

In a stably compact space we can take finite intersections of compact
saturated sets. But in any sober space filtered intersections of compact satu-
rated sets are again compact saturated by the Hofmann-Mislove Theorem,
or more precisely Corollary 1.2.14. Hence, for a stably compact space X
we can infer from Proposition 1.2.19 that

�

K(X);�

�

is a continuous lattice
where suprema are given by intersection and finite infima by union.

As a consequence the closed sets of the co-compact topology for stably
compact spaces are precisely the compact saturated sets for the original
topology. We will improve on this result in the next section.

Like sober spaces, stably compact spaces are well-behaved under prod-
ucts and coproducts:

Proposition 1.3.4. Stably compact spaces are closed under arbitrary products
and finite coproducts.

Proof. Sober spaces are closed under these constructions as we have seen
in Proposition 1.2.6. Compactness and local compactness follow from Ty-
chonov’s Theorem in the case of products, and for finite coproducts they
are trivial.

For the remaining condition take an ultrafilter U on
Q

i

X

i

, a product
of stably compact spaces. The projection of U onto an individual compact
supersober space X

i

is also an ultrafilter and hence has a largest limit x
i

.
Since the product topology is the topology of point-wise convergence we
see that U converges to hx

i

i. Moreover, the projections are continuous and
thus monotone which implies that hx

i

i is the largest limit of U. This shows
that

Q

i

X

i

is supersober.
Given an ultrafilter U on X + Y , where both spaces are compact super-

sober, we must have either X 2 U or Y 2 U. This implies that all limits of
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U must lie in one of the two spaces. As this spaces is supersober, U must
have a largest limit.

The only reason why we cannot take arbitrary coproducts of stably
compact spaces is that infinite coproducts of non-empty spaces are never
compact. The above proof is easily adapted to show all the other properties.

1.3.2 Compact Pospaces

A compact pospace is just an ordered space with a compact topology. They
were introduced in [Nac48], and as we will see there is a very close con-
nection to stably compact spaces. Unfortunately, the necessary details are
hard to find in one place in the literature: The Compendium [GHK+80]
discusses the link to Stone duality and also characterises them as compact
supersober spaces (see also [Law88]). More recently they have been sug-
gested as the adequate T

0

substitute for Hausdorff spaces [Law91, Kop94].
This section is an exposition of the relevant facts taken from these different
sources.

As for pospaces the definition of compact ordered space is self-dual, i.e.
if (X;v) is such a space then so is (X;w). Often this means that we only
have to prove one half of the propositions. When it is as obviously the case
as for example in the following lemma we do not usually mention it in the
proof.

We begin with a series of observations that will allow us to make the
link to stably compact spaces explicit. Some of them are also of indepen-
dent interest as they illuminate the structure of compact pospaces.

Lemma 1.3.5. If K is a compact subset of a compact pospace X then "K and #K
are compact, as well.

Proof. Suppose we are given a net (x
i

)

i

in "K . We can assume that it con-
verges to a point x 2 X , otherwise we replace it by a converging subnet
which exists by compactness of X . We find a net (y

i

)

i

in K such that for all
i we have y

i

v x

i

. The latter net has a converging subnet (y
i

j

)

j

! y 2 K as
K is compact. We still have (x

i

j

)

j

! x and since X is an ordered space we
infer y v x. This shows that x lies in "K and thus that "K is compact.

Lemma 1.3.6. Suppose A = #A and B = "B are closed subsets of a compact
pospace X such that A \ B = ;. Then there are open sets U = #U and V = "V

that do not intersect and satisfy A � U and B � V .

Proof. A compact Hausdorff space is normal. So there are disjoint open sets
~

U and ~

V such that A �

~

U and B �

~

V . Hence we have compact sets X n

~

U

andXn ~V , and because of the previous lemma the sets "(Xn ~U) and #(Xn ~V )
are also compact. We set U :=X n "(X n

~

U) and V :=X n #(X n

~

V ). It is now
straight forward to verify that U and V have the desired property.
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The following lemma is a fact from general topology.

Lemma 1.3.7. If � � � are comparable topologies, where � is Hausdorff and � is
compact, then the topologies coincide.

Proof. Note that a topology that is finer than a Hausdorff topology is also
Hausdorff, and that one coarser than a compact topology is also compact
as there are less open covers. Hence, both � and � are compact Hausdorff
topologies. Now take U 2 � . Its complement X n U is closed and hence
compact for � . Thus it is also compact for � which implies that it is closed,
and we see U 2 �. We conclude � = � .

Remark. As a consequence, a compact Hausdorff topology is a max-
imal compact and a minimal Hausdorff topology. The converse is false.
Neither is every minimal Hausdorff topology compact nor is every maxi-
mal compact topology Hausdorff [SW63].

We can now show that there are ‘enough’ upper open and lower open
sets.

Proposition 1.3.8. The lower open and upper open sets of a compact pospace form
a subbasis of the topology.

Proof. The topology generated by these sets is clearly coarser than the orig-
inal topology. Given x 6v y the sets "x and #y are disjoint and compact
by Lemma 1.3.5. Because of Lemma 1.3.6 they can be separated by upper,
respectively, lower open sets. This shows that the generated topology is
Hausdorff, and by Lemma 1.3.7 it must be the original topology.

The next two results provide some extra information about the patch
topology for supersober spaces. We need them as the final prerequisites for
the main proposition.

Proposition 1.3.9. LetX be a supersober space and suppose K � X is a compact
saturated subset. Then K is also compact with respect to the patch topology.

Proof. Take an ultrafilter U on K and extend it to an ultrafilter U0 on X . As
it has a limit in K its largest limit x lies in the saturated set K . We claim
that U0 also converges to x with respect to the patch topology. For this it
suffices to check that all co-compact neighbourhoods x 2 X nL, where L is
compact, are in U0. If such a neighbourhood is not in U0 then the ultrafilter
has a 
(X)-limit in the corresponding compact saturated set L. This limit
must be smaller than or equal to x and hence x 2 L, a contradiction.

Lemma 1.3.10. Let X be a supersober space. Then the patch-open upper sets are
precisely the original open sets.
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Proof. Closed sets are exactly the sets satisfying the property that all con-
verging ultrafilters given on them converge only to points in the set. For
a supersober space these are the lower sets A such that the largest limit of
any such converging ultrafilter lies in A.

Let us say that a set A has property (y) if the largest limit of converging
ultrafilters on A is an element of A. In addition to closed sets the compact
saturated sets also satisfy (y). We claim that the sets with (y) are closed un-
der arbitrary intersections and finite unions. For intersections this is clear.
Suppose we are given an converging ultrafilter U onA[B, where both sets
have (y). Either A or B must be an element of U and, consequently, the
largest limit of U lies in that set.

So, the sets satisfying (y) form the closed sets of a topology which is
clearly finer than the patch topology, and the closed sets of the original
topology are the lower sets with (y). Hence the patch-closed lower sets
must be closed with respect to the original topology.

By taking complements this we get that the original open sets are pre-
cisely the upper patch-open sets.

We now come to the central result of this section. Essentially it can be
understood as yet another equivalent description of stably compact spaces.

Theorem 1.3.11. For a stably compact space X the specialisation order makes X
�

into a compact ordered space. Conversely, for a compact ordered space (X;v) the
open upper sets "U = U 2 
(X) form the topology for a stably compact space
X

", and the two operations are mutually inverse.

Moreover, for a stably compact spaceX the upper closed sets ofX
�

are precisely
the compact saturated sets of X .

Proof. The space X
�

with the specialisation order is a pospace by Proposi-
tion 1.1.4. That it is also compact follows from Proposition 1.3.9.

Let us conversely assume that (X;v) is a compact pospace. To see that
X

" is locally compact take x 2 U where U = "U is open. Then "x and X nU
are disjoint closed upper, respectively, lower sets which by Lemma 1.3.6
we can separate by disjoint open sets V = "V and W = #W . We get
x 2 V � X nW � U and X n W is a compact neighbourhood of x as re-
quired.

We next show compactness and supersobriety in one go. Every ultrafil-
terU onX converges to a unique point x. We claim that x is also the largest
limit of U with respect to the coarser topology of X". The topology being
coarser it is clearly a limit. For y 6v x we find disjoint open sets U = "U and
V = #V such that y 2 U and x 2 V . But as U converges to x we get V 2 U

and hence U =2 U. So, U cannot converge to y in X". This shows that every
ultrafilter on X

" has a largest limit completing the proof that X" is stably
compact.
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It remains to show that the two translations are mutually inverse. In
Lemma 1.3.10 we have already seen that (X

�

)

"

= X .
For the other composition take a compact pospace (X;v). We first look

at the order: As in X

" all open sets are upper sets the topology is coarser
then the Alexandrov topology. The sets #x are compact by Lemma 1.3.5
and hence closed. This shows the topology of X" is finer than the lower
topology and thus has v as its specialisation order. In the light of Proposi-
tion 1.3.8 the topology of (X"

)

�

is at least as fine as the original topology.
But as we already know that (X"

)

�

carries a compact Hausdorff topology
it must be the original topology because of Lemma 1.3.7.

The final assertion of the proposition is an immediate consequence of
Proposition 1.3.9 and the fact that a compact set is also compact for any
coarser topology.

The last observation of the proposition can be rephrased as follows: Un-
der the above isomorphism, reversing the order of a compact ordered space
corresponds to taking the co-compact topology on a stably compact space.
This makes the slogan precise that in stably compact spaces open and com-
pact saturated sets play dual roles.

Corollary 1.3.12. If X is a stably compact space then the co-compact topology
also defines a stably compact space X

�

. Taking the co-compact topology of a space
is an involution and, moreover, we have 
(X

�

)

�

=

K(X) and K(X
�

)

�

=


(X).
Both of these isomorphisms are given by complementation.

Remark. This can also be seen in the light of Lawson duality for com-
plete semilattices [Law79]. One defines the dual of a semilattice to be the
set of semi-lattice morphisms, i.e. Scott-continuous functions that preserve
^, to 2 ordered point-wise. These are essentially the Scott-open filters and
hence for a locale the compact saturated sets of the corresponding space.
Not all semilattices have duality, i.e. are isomorphic to their double dual.
But as we have seen the topologies of stably compact spaces do. Going to
the Lawson dual on the localic side corresponds to taking the co-compact
topology for the space.

Next, we are going to generalise the correspondence between stably
compact spaces and compact ordered spaces to the non-compact case. As
we will see most of the work has already been done in the above theorem.
Some of the ideas needed for the locally compact case are taken from an un-
published note by Klaus Keimel and Regina Tix [KT96] where the authors
tackle the general situation directly.

It is very easy to compactify a T
0

space X ; one just adds a bottom ele-
ment? and one open setX[f?g. This construction is known as lifting and
we call the resulting space X

?

. It is clear that if X satisfies the equivalent
conditions of Theorem 1.3.2 then so does X

?

which then implies that X
?
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is stably compact. Conversely, if a space X has a least element ? then we
can strip it off by removing the element from the space and the open set
X from the topology as it is the only open set that contains ?. We call the
resulting space X n f?g. It is again obvious that for a stably compact X
with least element the resulting space X n f?g still satisfies the conditions
of Theorem 1.3.2. Moreover, these operations are mutually inverse.

In the Hausdorff case we have to be slightly more subtle. We disregard
the order at first since it is not an intrinsic part of the topology. Given a
locally compact Hausdorff space X we get the one point compactification X

�

by adding a new point � and define the topology to be


(X) [ fX

�

nK j K � X compactg:

It is straightforward to verify that this does indeed define a topology and
that it is compact. Given a compact Hausdorff space X and an element x 2
X we can delete this point by endowing the set X n fxg with the topology
�

U 2 
(X)

�

�

x =2 U

	

=

�

U n fxg

�

�

U 2 
(X)

	

. This process yields a locally
compact space and if we keep track of the distinguished point in the space
the two operations are mutually inverse.

IfX is a compact ordered space with a least element? thenX nf?g is a
locally compact ordered space. Unfortunately, we cannot simply add a bot-
tom element to a locally compact ordered space to get a compact ordered
space because in general the resulting space need not be a pospace.

As an example consider the one point compactification R
�1

of the real
numbers. We have 1 � �1 but every neighbourhood of �1 contains
arbitrarily large real numbers and hence this space cannot be an ordered
space.

The following lemma characterises the pospaces for which we can add
a least element in this fashion.

Lemma 1.3.13. For a locally compact ordered space X the one point compactifi-
cation X

?

, where ? is a new smallest element, is an ordered space if and only if
for every compact set K � X the upper set "K it generates is again compact.

Proof. The latter condition is necessary because it holds in every compact
ordered space (Lemma 1.3.5).

Suppose, for the converse implication that for every compact K the set
"K is compact. We want to show that v

X

is closed, and to this end we take
two elements x 6v y. We have to find neighbourhoods U and V for these
points such that for all x0 2 U and all y0 2 V we have x0 6v y

0. If both x and
y come from X then this is no problem as X is an ordered space. The only
other case is x 2 X and y = ?. We take a compact neighbourhood K of
x in X and by assumption "K is also a compact neighbourhood. Then "K
and X

?

n "K are neighbourhoods of x and y = ?, respectively, that have
the required property.
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We call the spaces that satisfy the equivalent conditions of the lemma
properly ordered. There is obviously an order-dual version of this lemma
characterising the spaces for which we can add the new point as a top ele-
ment. Since we focus on the link to stably compact spaces this is, however,
not as interesting for us.

With the machinery we have just set up we get the general correspon-
dence between locally compact pospaces and stably compact spaces sans
compactness as a corollary of Theorem 1.3.11.

Corollary 1.3.14. If X is a locally compact supersober space, then the specialisa-
tion order makes X

�

into a locally compact properly ordered space. Conversely, for
a locally compact properly ordered space (X;v) the open upper sets form the topol-
ogy for a locally compact supersober space X". Furthermore, these two operations
are mutually inverse.

Proof. Given such a T
0

space X , we can form (X

?

)

�

nf?g which is a locally
compact pospace by Theorem 1.3.11 and the considerations of the previous
paragraphs. As (X

?

)

�

is a compact pospace it is also properly ordered, and
it is easy to check that we have (X

?

)

�

n f?g = X

�

.
Conversely, suppose X is a properly ordered locally compact space.

Then we get the space (X

?

)

"

n f?g = X

". The operations are mutually
inverse because their integral parts are.

1.3.3 Stably Compact Domains

A stably compact domain is just a continuous domain whose Scott topology
makes it a stably compact space. These domains can be characterised via
their Lawson topologies.

Proposition 1.3.15. A Scott-compact domain is stably compact if and only if it is
Lawson-compact.

Proof. IfX is a stably compact domain then its patch topology is a compact
pospace by Theorem 1.3.11. As the patch and the Lawson topology agree
by Proposition 1.1.6, X is Lawson-compact.

For the converse, let us assume that X is Lawson-compact. By the
Propositions 1.1.4 and 1.1.6 the Lawson topology with the original order
forms a pospace, and because of Theorem 1.3.11 the upper Lawson-open
sets form a stably compact topology. We claim that this is precisely the Scott
topology. The proof is this claim is similar to that of Lemma 1.3.10. It suf-
fices to show that Lawson-closed sets are closed under directed suprema.
This is clear for Scott-closed sets and the other subbasic closed sets "x
that generate the closed sets of the Lawson topology. The collection of all
F

"-closed sets is clearly closed under taking arbitrary intersections. It is
also closed under finite unions:
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Let A and B be two
F

"-closed sets and D � A [ B a directed subset of
their union. If for every x 2 D there is an x0 2 D \A such that x v x

0, then

A \D is directed and satisfies
F

"

D =

F

"

(A \D) 2 A. Otherwise there is
an x 2 D such that "x \ A \D = ;, and in this case we have "x \ D � B

and thus
F

"

D =

F

"

(B \D) 2 B.
This implies that all Lawson-closed are closed under directed suprema

which concludes the proof.

The next proposition shows that all the classes of special domains dis-
cussed in Section 1.1.2 are stably compact. All the categories considered
there are subcategories of FS. Hence, we begin by studying FS domains in
some more detail. Most of this material is taken from [JS98].

Lemma 1.3.16. Let f : X ! Y be a continuous function between sober spaces.
Then the preimage function f�1[�℄ : 
(Y )! 
(X) and the induced function

f

K

:

�

K(X);�

�

!

�

K(Y );�

�

K 7! "f [K℄

are Scott-continuous.

Proof. The preimage function is a frame morphism regardless of X and Y ,
so it is in particular Scott-continuous. For f

K

this is an immediate conse-
quence of Proposition 1.2.16 since on the localic side this function is given
by taking preimages of Scott-open filters.

We know from Lemma 1.1.9 that for a finitely separated endo-function
f we have f(x)� x. The next lemma shows that for such an f the induced
functions of Lemma 1.3.16 provide approximants for open and compact
saturated sets as well.

Lemma 1.3.17. Let f : X ! X be a continuous function on a dcpo X that is
finitely separated from the identity. For each open set O there is a compact satu-
rated set K such that f�1[O℄ � K � O, and for each compact saturated set K
there is an open set O such that K � O � f

K

(K).

Proof. If M is a finite separating set for f and O � Y open, then we can
infer f�1[O℄ � "(M \O) � O. The set M \ O is finite, which implies that
"(M \O) is compact, thus showing the first assertion.

Now suppose thatK is compact. We already know that f(x)� x holds
for all x 2 X and so we infer K �

�

�

f [K℄ � "f [K℄ = f

K

(K).

The next lemma essentially says that for an FS domain there are enough
such approximants for open and compact saturated sets.

Lemma 1.3.18. LetX be any domain and ff
i

j i 2 Ig a directed set of continuous

endo-functions on X such that
F

"

f

i

= id
X

. Then we have O =

S

"

f

�1

i

[O℄ and
K =

T

#

�

(f

i

)

K

�

(K) for every open set O and every compact saturated set K .
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Proof. The claim for open sets follows immediately from Lemma 1.2.10.
For compact saturated sets we use the localic form of the functions (f

i

)

K

which simply take preimages of Scott-open filters F � 
(X) under the
corresponding frame homomorphisms (see Proposition 1.2.16). Hence, we

have to calculate
S

"

(
f

i

)

�1

[F ℄. We apply Lemma 1.2.10 to the continuous
lattice 
(X), also endowed with the Scott topology, and the original space
X and get

[

"

(
f

i

)

�1

[F ℄ =

�

G

"

(
f

i

)

�

�1

[F ℄ = 


�

G

"

f

i

�

�1

[F ℄ = 
(id
X

)

�1

[F ℄ = F:

Now we can prove the main result of this section.

Proposition 1.3.19. Every FS domain is stably compact.

Proof. Let (f
i

)

i

be a family of finitely separated functions on the domain X
whose supremum is the identity, and let (M

i

)

i

be corresponding finite sep-
arating sets. For any i we have "M

i

= X which shows that X is compact.
Suppose K and K

0 are compact saturated sets, i.e. the intersection of
the open sets that contain them. Thus, we can write K \ K

0 as a filtered
intersection of open setsO\O0 whereK � O and K 0

� O

0. By the previous
lemma we have K =

T

#

(f

i

)

K

(K) � O, and analogously for K 0, and from
the Hofmann-Mislove Theorem in the form of Corollary 1.2.14 we can infer
that there is an i such that (f

i

)

K

(K) � O and (f

i

)

K

(K

0

) � O

0. This implies
K � f

�1

i

[O℄, K 0

� f

�1

i

[O

0

℄ and thus

K \K

0

� f

�1

i

[O℄ \ f

�1

i

[O

0

℄ = f

�1

i

[O \O

0

℄� O \O

0

;

where the final ‘way below’ follows from Lemma 1.3.17 and Lemma 1.2.17.
This shows that the filter that these sets O \ O

0 generate in 
(X) is Scott-
open. AsK\K 0 is the intersection of this filter the setK\K 0 is also compact
saturated. This completes the proof that X is stably compact.

Complete Distributivity

As we know the completely distributive lattices are precisely the topologies
of continuous domains (Proposition 1.2.23). Throughout our investigation
of stably compact spaces we have stressed the point that for them compact
saturated and open sets play equally important roles. So one might hope
that for a stably compact domain X the lattice (K(X);�) is also completely
distributive. Unfortunately, this is generally not the case.

Theorem 1.3.20. If X is a stably compact domain then K(X) is completely dis-
tributive if and only ifX is bi-continuous and the co-compact topology agrees with
the Scott topology on the order dual of X .
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Proof. The lattice K(X) is isomorphic to 
(X

�

) which by Corollary 1.3.12
is the topology of a stably compact space. This sober space has the same
points as X and the order of specialisation is the dual of the original order
because of Proposition 1.1.2.

The latticeK(X)

�

=


(X

�

) is completely distributive if and only if X
�

is
a domain with the Scott topology (Proposition 1.2.23).

To give an explicit example that shows that continuous domains, in gen-
eral, are far from being bi-continuous we make the link to complete dis-
tributivity explicit: The completely distributive lattices are exactly the dis-
tributive bi-continuous lattices. This result appears in several places in the
Compendium [GHK+80]. Since this is not too difficult to show we prove it
here.

In a complete lattice L we define x n y if whenever y �
W

M holds
there is an element m 2M such that x � m. With this auxiliary relation we
get Raney’s characterisation of complete distributivity [Ran53].

Proposition 1.3.21. A complete lattice is completely distributive if and only if for
every x we have x =

W

fy j yn xg.

Proof. See [AJ94, Theorem 7.1.3 and 7.1.1].

The relation n is closely related to the ordinary order of approxima-
tion. The following connection is an immediate consequence of the defini-
tions.

Lemma 1.3.22. If p is a _-prime element of a complete lattice and p� x then we
have pn x.

To get enough primes in our situation we use the following proposition
that goes essentially back to Birkhoff [Bir67]. It appears as Theorem 7.1.7 in
[AJ94].

Proposition 1.3.23. In a continuous lattice every element is an infimum of
^-irreducible elements.

Proposition 1.3.24. A complete lattice is completely distributive if and only if it
is distributive and bi-continuous.

Proof. On implication follows directly from Proposition 1.3.21 and the fact
that complete distributivity is a self-dual concept.

For the other direction let L be distributive and bi-continuous. By the
previous theorem this implies that there are enough_-irreducible elements
and they are _-primes as L is distributive. Every element x 2 L is the
directed supremum of elements y � x and these y’s are suprema of the
_-primes below them. This implies that x is the supremum of such primes
p satisfying p � y � x, and by Lemma 1.3.22 this means pn x. It follows
from Proposition 1.3.21 that L is completely distributive.
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Top Æ

Sob � Æ DCPO

LoCp �

StCp � CpOpen � � Dom

Spe � �Cp � � Alg

Stone Æ

2

3

SFP � � FS

� RSFP

. . . . . . . . . . . . . .

� SFP � Sott

� AlgSott

Figure 1.2: Hierarchy of categories of topological spaces II

Now let X be the topology of a locally compact sober space that is
not endowed with the Scott topology, for example any non-discrete locally
compact Hausdorff space. ThenX is not completely distributive and hence
not bi-continuous by the previous proposition. If we consider the Scott
topology on X we get a stably compact space such that K(X) is not com-
pletely distributive because of Theorem 1.3.20.

1.3.4 Hierarchy of Stone Dualities II

We now complete the hierarchy of Stone dualities that we started in Sec-
tion 1.2.3. For a survey of categories involved see Figure 1.2, which might
also be helpful as a map to the rest of this section.

We call a locale arithmetic if it is continuous, compact, i.e. 1� 1, and the
order of approximation is multiplicative. As we have seen in Theorem 1.3.2
these locales correspond to stably compact spaces.
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Proposition 1.3.25. The Stone duality for locally compact spaces as given in
Proposition 1.2.18 restricts and co-restricts to stably compact spaces and arith-
metic locales.

Combining this with algebraicity of the locale yields stably compact
spaces which have a basis of compact-opens because of Proposition 1.2.21.
The importance of this concept is that we now have a basis which is closed
under finite intersections and finite unions. Hence, the elements of K
(X)

can be used as tokens for a finitary description of these spaces; the space
itself, or its corresponding locale to be more precise, arises as the ideal com-
pletion of this lattice. We have thus in a way changed our localic descrip-
tion from a infinitary to a finitary one. The analogue for the non-algebraic
case is the main theme of this thesis.

Definition 1.3.26. A spectral space is a stably compact space which has a
basis of compact-open sets.

From our discussion it is clear that these spaces correspond to algebraic
arithmetic locales. But we can go one step further by just looking at the
distributive lattice K
(X). In the corresponding category the morphisms
are not functions but certain approximable relations (see [AJ94, Def. 7.2.24])
which code frame morphisms, much in the spirit of approximable relations
between bases of domains (see [AJ94, Def. 2.2.27]). We do not go into the
details here, but we will come back to these relations in Section 3.1.2 where
we present them in a slightly different form.

Proposition 1.3.27. The equivalence of Proposition 1.2.18 (co-)restricts to spec-
tral spaces and arithmetic algebraic locales.

These categories are also equivalent to the category of distributive lattices with
least element and approximable relations.

The space corresponding to such a distributive lattice is known as its
spectrum. The functor from the category of distributive lattices to the cate-
gory of spectral spaces giving rise to the equivalence of the above theorem
is called spec.

Remark. At this point we are very close to Stones original representa-
tion theorem for Boolean algebras [Sto36]. The distributive lattices of the
previous theorem turn out to be boolean algebras if and only if the corre-
sponding spaces are compact and Hausdorff. In this case the morphisms
corresponding to continuous maps are Boolean algebra homomorphisms
and not just approximable relations. Thus we get the classical duality be-
tween the category of Boolean algebras and the category of compact, totally
disconnected Hausdorff spaces, the so-called Stone spaces.

We now consider spaces that are algebraic domains with their Scott
topology. In Section 1.2.3 we have seen that algebraic domains correspond
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to completely distributive algebraic lattices. As observed before, in an al-
gebraic domain every compact-open set is a finite union of principal filters
"x for compact x. These principal filters in turn are exactly the _-prime
elements in the lattice of compact open subsets. The condition of being
generated by prime elements is stronger than complete distributivity, and
thus characterises the locales that come from algebraic domains.

Proposition 1.3.28. The equivalence of Proposition 1.2.18 (co-)restricts to an sta-
bly compact algebraic domains with their Scott topology and arithmetic algebraic
completely distributive lattices.

The corresponding category of approximable relations is the one of distributive
lattices in which every element is a finite supremum of _-prime elements.

We now want to combine this with stable compactness. The category
of stably compact algebraic domains is not usually studied in domain the-
ory because it fails to be cartesian closed. Such domains might be called
2=3-bifinite domains in the light of Plotkin’s “2=3-SFP Theorem” [Plo81].
It says that a stably compact algebraic domain is MUB-complete, and that
for every finite set of compact elements the set of minimal upper bounds is
again finite (compare Proposition 1.1.7). The only extra condition required
for bifinite domains is that finite sets of compact elements must have finite
MUB-closures. In general, this is not the case for stably compact domains.
To complete our localic description of bifinite domains we have to translate
precisely this condition. This is the contents of the following proposition
which is also the most restricted Stone duality we investigate in this section:

Proposition 1.3.29. A lattice L is isomorphic to the compact-opens of a bifinite
domain if and only if every element is a finite supremum of _-primes and if for
every finite subset M � L there is a finite set N �M such that

(8A � N)(9B � N)

^

A =

_

B:

This concludes our exposition of Stone duality. Abramsky’s domain
theory in logical form uses a localic description of domains which is very
close to the one indicated in the previous proposition. Later on we will
discuss a finitary description of stably compact spaces for our extension of
the programme to continuous domains.
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1.4 Abramsky’s Domain Theory in Logical Form

This section gives a quick overview of Samson Abramsky’s work [Abr91b],
and we will not rely on any of the material discussed here later in the text.
Its purpose is to give an exposition of the established domain theory in log-
ical form, so we can compare it to the results of this thesis. This also allows
us to discuss the differences in approach. The introduction given here only
sketches the main ideas; for details see [Abr91b] or [AJ94, Section 7.3].

Domain theory in the context of the title means performing the usual
constructions of domain theory like products, sums, function spaces, solv-
ing recursive domain equations, and power domains. In the light of the
previous section we now want to describe these constructions solely in
terms of the lattices of compact-open sets of the domains involved.

1.4.1 Prelocales

As we think of the open sets of a domain as certain observable properties
the constructions are presented in the form of a logical system. Hence, we
do not handle the elements of the lattices corresponding to the domains di-
rectly, but these lattices can be understood as the Lindenbaum algebras for
the logic. This means that we have to formulate the preordered equivalent
of the lattices described in Proposition 1.3.29.

Let us begin with some notes on preordered sets. If (P;.) is a preorder,
then . induces an equivalence relation � which is the intersection of .
and &. The quotient P=� is a poset, and from a categorical viewpoint this
quotient can also be seen as a skeleton of the preorder seen as a category.
In a preorder we understand the usual order theoretic concepts as meaning
that the corresponding property holds in the quotient. For example, an
element z is a (rather than the) supremum of x and y if x; y . z and for all
z

0

& x; y we have z . z

0. Clearly, all suprema of x and y are equivalent.

Definition 1.4.1. A domain prelocale (A;.;_;^; 0; 1;C) is an algebra of type
(2; 2; 0; 0) with a unary predicate C such that a_ b is a supremum for a and
b, a^ b is an infimum, 0 is a least, 1 is a largest element, and C characterises
the _-prime elements.

Furthermore, every element must be equivalent to a finite supremum
of _-primes, C(1) must hold for all finites subsetsM of C(A)—the set of all
_-primes in A—there has to be a finite superset N � C(A) of M such that
(8O � N)(9P � N)

V

O �

W

P .

The predicate C characterises the elements of the prelocale that can be
thought of as points: As we have observed before, the _-prime compact
open sets in an algebraic domain are precisely the upper sets "k for a com-
pact k. This predicate is only needed for the function space construction as
it is notoriously hard to describe function spaces in purely logical terms.
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In [Abr91b] there is an additional unary predicate to perform the coa-
lesced sum construction. Currently, we cannot tell whether a ‘point’ of the
domain, i.e. a _-prime element, represents ?, but we will not go into the
details of the different constructions anyway.

The above definition caters for two extremes: As we have seen in Propo-
sition 1.3.29 the compact-opens of a bifinite domain gives rise to a domain
prelocale where . is actually an order. The logical approach yields prelo-
cales whose elements are terms made up from certain generators and the
operations _, ^, 0 and 1. These prelocales can then be seen as purely syn-
tactic objects.

For a prelocale P , the relation � is not just an equivalence but a con-
gruence with respect to the operations of P . The quotient P=� is a prime
generated and hence distributive lattice.

1.4.2 Prelocalic Description of Domains

Prelocales are used to represent concrete domains and hence we are inter-
ested to describe when two prelocales represent the same domain.

Definition 1.4.2. A pre-isomorphism between domain prelocales A and B

is a monotone and order-reflecting function � : A �! B such that every
element in B is equivalent to an element in the image of �.

If B is of the form K
(X) for a bifinite domain X then we call A a
prelocalic description of X via �. In this case the pre-isomorphism is usually
denoted by semantic brackets J�K.

Remark. The definition of pre-isomorphism is tantamount to the two
prelocales A and B being equivalent as categories (see [Mac71, IV.4, Theo-
rem 1]). In the case of a prelocalic description the conditions boil down to
surjectivity, monotonicity and order-reflection.

From the remark it is obvious that a pre-isomorphism � : A �! B pre-
serves and reflects suprema, infima, least and largest elements, as well as
primeness. Hence, it restricts to a map �0 between C(A) and C(B).

Given a prelocalic description J�K : A �! K
(X) of a domain X we get
an isomorphism of domains � : spec(A) �! X as indicated in the follow-
ing diagram.

spec(A)

pt
�


(X)

�

�

=

spec
�

K
(X)

�

�

spec(J�K)
�

�1

?

�

�1

-

X

�

-
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Formally, the functor spec can only be applied to distributive lattices and
not to prelocales, but this can easily be remedied by either pre-composing
with the factorisation by � or by a straightforward extension of the defini-
tion of spec to prelocales.

The converse of this observation holds as well, which confirms our in-
tuition about the meaning of prelocalic descriptions:

Proposition 1.4.3. For a domain prelocale A and a bifinite domain X there exists
a pre-isomorphism J�K : A �! K
(X) if and only if spec(A) and X are isomor-
phic.

We now turn our attention to embeddings and sub-prelocales. The im-
portance of embeddings is that they are needed for the bilimit construction
of domains.

Definition 1.4.4. We say that a prelocale A is a sub-prelocale of another one
B if it is a subalgebra with respect to the four prelocale-operations and if
the relations C and . on A are the restrictions of their counterparts on B.

This definitions captures our intended meaning:

Proposition 1.4.5. If A is a sub-prelocale of B then there is an embedding projec-
tion pair between spec(A) and spec(B).

1.4.3 Domain Constructions

We now have the machinery to outline what, concretely, doing domain the-
ory by prelocalic descriptions is about. We illustrate it by considering any
binary domain constructor F : SFP� SFP �! SFP.

Let us assume we have two domains X and X

0 and prelocalic descrip-
tions J�K

A

: A �! K
(X) and J�K

A

0

: A

0

�! K
(X 0

) for them. We want to
construct a prelocale T (A;A0) from A and A

0—not by looking at X , X 0 or
F (X;X

0

), of course—and a prelocalic description

J�K : T (A;A

0

) �! K
(F (X;X 0

)):

Furthermore, this construction has to be natural with respect to sub-prelo-
cales so that we can solve recursive domain equations which make use of
this construction. That is to say for sub-prelocales B and B

0 of A and A

0

describing sub-domains of X and X

0 we demand that T (B;B0

) is a sub-
prelocale of T (A;A0) and that

spec
�

T (B;B

0

)

�

I

- spec
�

T (A;A

0

)

�

F (Y; Y

0

)

�

B

?

F (e; e

0

)

-

F (X;X

0

)

?

�

A
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commutes, where e, e0 and I are the embeddings corresponding to sub-
prelocale inclusions via Proposition 1.4.5.

There is a general technique that one can follow to define a type con-
structor on the prelocalic side. One advantage of having such a programme
is that it identifies the points that follow from general principles and those
steps that have to be devised and checked for each individual type con-
structor. To give an impression of how this is done we go through one
rather straightforward example. For an explicit list of the individual steps
of the programme see [AJ94, Section 7.3.2] and [Abr91b, Section 3.4].

Example 1.4.6 (Product Prelocale). We assume we are given two domains
X and X

0 and their prelocalic descriptions via A and A

0 as in the generic
scenario above. The compact-opens of X �X

0 are finite unions of products
of compact-opens of X and X

0. Hence, we use the elements jAj � jA

0

j as
generators of the term algebra which is going to be the underlying set of
our domain prelocale A�A

0.

Apart from the general rules for ., _, ^, 0 and 1 which guarantee that
our structure becomes the preordered equivalent of a distributive lattice we
state the following rules:

a . b a

0

. b

0

(a; a

0

) . (b; b

0

)

0 � (0; a

0

) � (a; 0)

C(a) C(a

0

)

C(a; a

0

)

We define the interpretation J�K for generators as Ja; a

0

K:=JaK� Ja

0

K and
extend it to the term algebra as a (pre-)lattice homomorphism.

The rules are obviously sound which implies that J�K is monotone and
restricts and co-restricts to a map J�K

0

: C(A�A

0

) �! K
(X �X

0

).
Because of distributivity we can prove (a ^ b; a

0

^ b

0

) � (a; a

0

) ^ (b; b

0

)

and (a _ b; a

0

_ b

0

) � (a; a

0

) _ (b; a

0

) _ (a; b

0

) _ (b; b

0

), and thus by induction
we get that every element in A � A

0 is equivalent to a finite supremum of
elements which satisfy the predicate C .

The map J�K

0 is clearly surjective and order-reflecting. It now follows
from general considerations that this entails that J�K is surjective and order-
reflecting, as well. Hence, it is an pre-isomorphism, but as we already know
that K
(X �X

0

) is a domain pre-locale this provides a semantic proof that
A�A

0 is also a domain prelocale.

Now, suppose we are given sub-prelocales B and B

0. It is clear that
B � B

0 is a subset of A � A

0 and that everything that can be proved in the
former can also be proved in the latter. Again, it follows in general that
the interplay of sub-prelocales and the prelocalic descriptions J�K have only



ABRAMSKY’S DOMAIN THEORY IN LOGICAL FORM 55

to be verified for primes, i.e. we have to check the commutativity of the
diagram

C(B �B

0

)

�

-

C(A�A

0

)

C

�

K
(Y � Y

0

)

�

J�K

0

?

i

-

C

�

K
(X �X

0

)

�

?

J�K

0

where Y and Y 0 are the sub-domains induced by B and B0 and i is the map
induced by the two sub-prelocale containments: If b and b

0 represent "x
and "x0, respectively, and we denote the embeddings by e : Y- -

X and
e

0

: Y

0

-
-

X

0, then both compositions map the pair (b; b0) to "e(x)� "e(x0).
This shows that the above rules do indeed define the product on the

prelocalic side: The syntactic construction yields a prelocale A � A

0 and it
corresponds to the product of the spaces corresponding to A and A

0, re-
spectively.

1.4.4 Logic

Once we have all the constructions for the prelocalic side we can interpret
each type built up from these constructors as a domain prelocale. This is
analogous to the usual procedure of interpreting a type by a domain.

We can then compare these two interpretations. Assuming that for each
free variable the prelocales we choose are prelocalic descriptions for the
corresponding domain it is clear from our setup that the resulting prelocale
is a prelocalic description of the domain interpreting that type.

The constructions also yield a logical system for ‘properties’, i.e. the
points of the domain prelocales. We have seen some of the rules in our
example; for the complete system see [Abr91b, p. 49ff]. Our previous work
immediately yields a semantics for this logic by mapping an element of
a prelocale to the compact-open subset it represents in the corresponding
domain. It turns out that the syntactic relation. and subset containment in
the semantics agree; in other words, the semantics is sound and complete.
Another interesting result is that the language of properties is decidable.

On top of that we can add terms of an untyped lambda calculus, ex-
tended by term constructors corresponding to the type constructors. We
get judgements of the form � ` M : �, where M is a lambda term, � a
property (an element in a prelocale of appropriate type) and � a list of as-
sumptions x 7!  

x

on the free variables of M . The intended meaning is
that assuming the variables meet the requirements stated in � the term M

satisfies �.
There is a straightforward logical system for these judgements, and as

usual most of the terms can be seen as encodings of the derivation of the
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property � in the previous system. From classical domain theory we know
how to interpret such lambda terms in the domain interpreting the type of
that term. Again this semantics is sound and complete with respect to the
logical system for these judgements.

In [Abr91b, Section 4.4] there is also a corresponding exogenous logic
in which the terms describe morphisms rather than elements of domains.
This is an extension of the meta-language for cartesian closed categories
(see [LS86]), but we will not go into this here as it is not relevant for our
further considerations.



Chapter 2

Syntax

We now change our point of view to a purely syntactic one and study a
Gentzen style sequent calculus. Its special feature is that the formulae on
the left and right of the turnstile need not come from the same logical sys-
tem. Such a sequent can be seen as a consequence between different do-
mains of reasoning. The usual identity and cut rules do not make sense
for sequents which connect different logical systems because they mix for-
mulae from antecedent and succedent. This necessitates certain syntactic
adjustments.

After an independent motivation for such a logical system we investi-
gate the ingredients needed to set up this logic. In particular, we discuss an
appropriate cut rule. It can be used as a basis for composition in a suitable
category MLS of logical systems, and as we will see in the next chapter on
semantics this category is equivalent to stably compact spaces with certain
closed relations between them.

We also study cut elimination in this set-up. The upshot is—as might
be expected—that we can push up cuts in a proof to cuts between atomic
formulae. This can be used to do define new objects and morphisms from
known ones which can be understood as performing domain constructions
in logical form. As an example we construct products and coproducts in
MLS. The procedure is a bit tedious, but shows exactly what is involved if
one wants to do such constructions in a purely syntactic fashion.

2.1 Multi-Lingual Sequent Calculus

Our main objects of study are sequents in tradition of Proof Theory [Gen34]

�

1

; : : : ; �

n

`  

1

; : : : ;  

m

and we read this as “if all �
i

hold then at least one  
j

holds”, as usual.
We want to allow the formulae �

i

to come from a different language
than the  

j

, i.e. we want to be able to consider a situation where inferences

57
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are to be drawn between different logical systems. There are many situa-
tions where such a separation is desirable or even necessary. We discuss
two of them.

Consider ordinary propositional logic. Someone could say

“It is very cold in here. I need to put on a jumper.”

thus drawing an inference from an observation about the temperature to a
certain action. Note that there is nothing logical about this inference and,
indeed, someone else might say

“It is very cold in here. I will turn on the heating.”

The inference relation in this example is a subjective one and there can be
many different such relations. Although it is common to combine arbitrary
propositions in logic we may wish to distinguish in a situation like this
between propositions about the state of the environment and propositions
about actions of a certain individual.

A second example is given by Hoare Logic. When we write a triple like

fx > 0g x:=-x fx < 0g

we certainly do not mean that x > 0 logically implies x < 0, rather, we read
this as

“If x > 0 holds before the execution of x:=-x then x < 0 holds
afterwards.”

In this example every program fragment gives rise to a characteristic rela-
tionship between preconditions and postconditions. The logical formulae
are (typically) all about the contents of program variables and there is no
syntactic reason to keep pre- and postconditions separate, as in the previ-
ous example, but the separation becomes necessary because the formulae
refer to the state at different times.

Having different languages for formulae on the left and the right of the
turnstile ` forces us to restrict ourselves to positive logic, i.e. conjunction
and disjunction. Moreover, we leave out the identity axiom scheme, � ` �.
If the two domains of reasoning related by ` are different it is impossible
to formulate it.

But even if they are the same this is justified by the fact that observing
a certain state of the world does not always imply that the corresponding
proposition is actually true, the reason being that our instruments for ob-
serving the world are not precise enough.

Many features of our logical system are a direct consequence of these
special properties. Leaving out the identity axiom, for example, necessi-
tates to check carefully how to retain some of its essential consequences.
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The cut rule also has to be adjusted to this new situation. There are several
related formulations of the appropriate cut rule, and we are going to study
how they are related. Considering several versions of essentially the same
rule may seem redundant at first, but the development of the theory shows
that they all have their particular strengths. So we can always use the rule
that is most suitable in any given situation.

Note that we allow classical sequents. At first glance there seems to be
no point in this because there is no difference between intuitionistic pos-
itive logic and classical positive logic. However, this formulation empha-
sises the rather pretty self-symmetry of the whole set-up and mirrors the
duality between open and compact subsets of the next chapter.

2.1.1 The Logic

We take a very liberal approach as to what structures the actual formulae
of our sequents are drawn from. All we require is the presence of conjunc-
tion and disjunction, and the units ? (falsity) and > (truth). Each system
embodies a certain ‘logic’ in the sense that certain formulae imply others.
We capture the internal logic by referring to arbitrary (2; 2; 0; 0)-algebras
instead of syntactically defined sets of formulae.

Such an algebra could, for example, have been obtained as the Linden-
baum algebra by factorising the set of formulae of the system by logical
equivalence, and in the next chapter we will study how to construct such
algebras from any given stably compact space. At the other extreme, the
syntactically defined set of formulae for a logical system can be regarded as
a such an algebra, providing the logic contains the connectives of positive
logic. Proposition 2.2.5 and Theorem 3.1.16 show that we could have set-
tled for either extreme, but as we will see they have different applications.
Hence, we choose to work in this more flexible framework. Regardless of
the particular algebra at hand we will refer to its elements as formulae.

The logical part of our system is given by the rules

(L?)
? `

� ` �

======= (R?)
� ` �;?

� ` �

======= (L>)
>;� ` �

(R>)
` >

�;  ;� ` �

========== (L^)
� ^  ;� ` �

� ` �; � � ` �;  

=============== (R^)
� ` �; � ^  

�;� ` �  ;� ` �

=============== (L_)
� _  ;� ` �

� ` �; �;  

========== (R_)
� ` �; � _  
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where, as usual, small Greek letters refer to individual and capital Greek
letters to finite sets of formulae. Furthermore, a double line indicates that
the rule can be used in both directions. The backwards rules are not present
in the usual sequent calculus since there they are consequences of the iden-
tity and the cut rule. The essential difference in character between the for-
wards and the backwards rules will become apparent in Section 2.2.

The rules (L^) and (R_) forces the comma which separates formulae on
the left to refer to conjunction and the comma on the right to disjunction.

Note that we cannot refer to implication or negation in the logical sys-
tems as the corresponding rules would make it necessary to transfer for-
mulae from one side to the other. However, the logical systems themselves
may still support these connectives.

On the side of structural rules we will only refer to weakening

� ` �

(W)

�

0

;� ` �;�

0

and keep exchange and contraction implicit. Thus we are working with sets
of formulae rather than sequences. The forwards rules (R?) and (L>) are
special cases of weakening.

As the examples above suggest, this calculus is not about finding tau-
tologies but rather, each relation ` between formulae of two logical systems
embodies a particular, possibly subjective, inference. Whatever the reasons
are for holding such an inference as true, there are other inferences which
should in such a situation also be held as true. The rules above formalise
precisely this reasoning: If �;  ;� entails � then � ^  ;� should also en-
tail �, and so on. Our objects of study are therefore relations between sets
of formulae which are closed under the rules from above. We fix this in a
definition:

Definition 2.1.1. For two algebras hL;^;_;>;?i and hM ;^

0

;_

0

;>

0

;?

0

i of
type (2; 2; 0; 0), a consequence relation ` from L to M is a binary relation be-
tween finite sets from L and M closed under (L?), (R?), (L>), (R>), (L^),
(R^), (L_), (R_), and (W).

If, according to a consequence relation `, the formula � implies  , and
if, according to a second relation `

0,  implies �, then it makes sense to
combine these two inferences and to say that � implies � according to the
composition ` Æ `0 of the two given consequence relations.

The obvious way to formulate the cut rule is the following:

� ` � � `

0

�

(Cut)
� (` Æ `

0

) �:
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As consequence relations relate sets of formulae rather than single for-
mulae one might look for a version that allows sets of formulae on both
sides of the turnstile. A logically correct alternative is given by the follow-
ing rule whose premise is meant to be read as two families of sequents, not
as proof trees:

� ` �

1

...
� ` �

n

�

1

`

0

�

...
�

m

`

0

�

(Cut�)
� (` Æ `

0

) �

subject to the condition that for every choice function f 2
Q

i

�

i

there exists an index j so that �
j

� ff

1

; : : : ; f

n

g

The intuition behind this cut rule and its side condition is that if � en-
tails all the �

i

’s then at least one formula in each �

i

is true. If for every
possibility, coded by a choice function, these formulae cover one of the �

j

’s
then � also entails �.

Remark. The side condition includes the degenerate case n = 0. Then
there is only one choice function, namely the empty one. Its image is ;
and thus the side condition says that one of the premises �

j

must also be
empty. This agrees with the intuition that `� means that the disjunction of
the formulae in � is true and hence is a consequence of any set of premises
�.

Similarly,m = 0 is admissible if and only if one of the �
i

is empty. Note,
however, that m = n = 0 does not satisfy the side condition.

This cut rule looks rather asymmetric whereas the other rules are per-
fectly symmetric. That is to say if we take a rule and interchange left and
right as well as the connectives _ and ? with their duals ^ and > then we
again get a rule. We can, however, reformulate the side condition in a way
that shows that it is also inherently symmetric:

Lemma 2.1.2. The side condition of (Cut�) is equivalent to
�

8f 2

Y

i

�

i

��

8g 2

Y

j

�

j

�

ff

1

; : : : ; f

n

g \ fg

1

; : : : ; g

m

g 6= ;:

Proof. Assume f and g are two such choice functions. If the side condition
of (Cut�) holds then there is an index j such that �

j

� ff

1

; : : : ; f

n

g which
implies that g

j

2 �

j

is in the intersection.
Conversely, if the side condition fails then there is a choice function

f 2

Q

i

�

i

that does not cover any of the �

j

. This implies that all sets
�

j

n ff

1

; : : : ; f

n

g are non-empty which yields a choice function g 2
Q

j

�

j

satisfying ff
1

; : : : ; f

n

g \ fg

1

; : : : ; g

m

g = ;.
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As the next proposition shows both cut rules are in fact equivalent. The
first rule (Cut) is usually easier to handle in proofs. An advantage of (Cut�)

is that many properties of the system can be proved without using any
logical rules, thus exposing their combinatorial character. Moreover, as we
will see in Section 2.2, the seemingly more complicated rule (Cut�) is easier
to handle from the point of view of cut elimination. We are going to use
both cuts—and even a third formulation later—depending on which one is
more convenient.

Proposition 2.1.3. The cut rules (Cut) and (Cut�) are inter-definable.

Proof. The rule (Cut) is clearly an instance of (Cut�) as the side condition is
trivially satisfied.

For the other direction consider a cut

� ` �

1

...
� ` �

n

�

1

`

0

�

...
�

m

`

0

�

(Cut�)
� (` Æ `

0

) �:

We prove that we can rewrite it in terms of (Cut) by induction on the num-
ber of choice functions in the product

Q

n

i=1

�

i

.
The case where there is no such function has to be dealt with separately:

We infer that one of the �
i

is empty and we get

� `

(W)

� ` ?

(L?)
? `

0

(W)

? `

0

�

(Cut)
� (` Æ `

0

) �:

If there is precisely one such function then all �
i

are singletons fÆ
i

g, and
we can assume without loss of generality thatm = 1 and �

1

� fÆ

1

; : : : ; Æ

n

g.
We construct the proof

� ` Æ

1

...
� ` Æ

n

(R^)�

� ` Æ

1

^ � � � ^ Æ

n

�

1

`

0

�

(W)

Æ

1

; : : : ; Æ

n

`

0

�

(L^)�

Æ

1

^ � � � ^ Æ

n

`

0

�

(Cut)
� (` Æ `

0

) �

where the bold lines indicate multiple applications of the respective rules.
Now for the induction step: If there is more than one choice function

then one �

i

contains at least two elements, say �

n

. We are going to re-
duce the number of choice functions by replacing the sequent � ` �

n

by
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� `

W

�

n

as follows: For each (restricted) choice function f 2
Q

n�1

i=1

�

i

and
� 2 �

n

there is an index j such that �
j

� ff

1

; : : : ; f

n�1

; �g, and because of
weakening we can assume that the two sets are equal.

We apply (L_) to these sequents and get
W

�

n

; f

1

; : : : ; f

n�1

`

0

�. Then
we repeat this procedure for all elements of

Q

n�1

i=1

�

i

and consider the cut

� ` �

1

...
� ` �

n�1

� `

W

�

n

W

�

n

; f

1

; : : : ; f

n�1

`

0

�

W

�

n

; g

1

; : : : ; g

n�1

`

0

�

...
W

�

n

; h

1

; : : : ; h

n�1

`

0

�

(Cut�)
� (` Æ `

0

) �

where f; g; : : : ; h range over all such choice functions. The side condition
is still satisfied as all possible choices are explicitly listed on the right, but
the number of choice functions on the left is now the previous number di-
vided by j�

n

j > 1. Hence, we can apply the induction hypothesis which
concludes the proof.

We make one more observation about the logic to make some proofs
later more convenient. We have weakening in the system and hence the
following alternative multiplicative formulations of several logical rules
are derivable. By slight abuse of notation we refer to them by the same
names.

(L?)
?;� ` �

(R>)
� ` �;>

�;� ` �  ;�

0

` �

0

(L_)
� _  ;�;�

0

` �;�

0

� ` �; � �

0

` �

0

;  

(R^)
�;�

0

` �;�

0

; � ^  

The advantage of these rules is that we do not have to apply weakening
explicitly when it is only peripheral to the proof. Note, however, that there
is no multiplicative formulation of the backwards rules.

The second version of the cut rule can also be similarly reformulated as

�

1

` �

1

...
�

n

` �

n

�

1

`

0

�

1

...
�

m

`

0

�

m

(Cut�)
�

1

; : : : ;�

n

(` Æ `

0

) �

1

; : : : ;�

m

which, of course, is again subject to the side condition.
Having different formulations of the rules available allows us to use the

following general strategy in the next section: When we have to transform
one proof into another we will always assume that the given proof uses
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the most restrictive formulation of the rules. In the construction of the new
proof we can, however, feel free to use the most convenient version of the
rules. This enables us to get rid of a lot of the bookkeeping that goes on in
these proofs and to focus on the essential features.

2.1.2 A Category of Consequence Relations

We are interested in constructing a category of consequence relations. As a
first step we observe that (Cut) preserves consequence relations and that it
is associative.

Lemma 2.1.4. Given consequence relations ` from L to M and `0 from M to N
the sequents � (` Æ `

0

) � that arise from cuts form a consequence relation.

Proof. Weakening is obvious because no sequence is altered that is relevant
for the cut, and for the same reason (R?), (R_) and backwards (R^) are
trivial.

For forwards (R^) assume we have two cuts:

� ` � � `

0

�; �

(Cut)
� (` Æ `

0

) �; �

� ` � � `

0

�;  

(Cut)
� (` Æ `

0

) �;  

Then we can directly construct the new proof:

� ` �

� ` �

� `

0

�; � � `

0

�;  

(R^)
�; � `

0

�; � ^  

(Cut�)
� (` Æ `

0

) �; � ^  

For (R>) we have the proof

(R>)
` >

(R>)
> `

0

>

(Cut)
(` Æ `

0

) >:

Since all rules are self-dual as discussed in the paragraph preceding
Lemma 2.1.2, it is now clear that ` Æ `0 is closed under the remaining rules.

Lemma 2.1.5. The composition of consequence relations induced by (Cut) is as-
sociative.

Proof. We can easily rewrite a proof of the form

� ` � � `

0

 

(Cut)
� (` Æ `

0

)   `

00

�

(Cut)
� ((` Æ `

0

)Æ `

00

) �
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as

� ` �

� `

0

  `

00

�

(Cut)
� (`

0

Æ `

00

) �

(Cut)
� (` Æ(`

0

Æ `

00

)) �:

And vice versa.

A Proof-Theoretic Analysis of Identities

What remains to be done, to make consequence relations into a category, is
finding identities. One might be tempted to employ ordinary logical impli-
cation between formulae of one world for this. However, this is somewhat
against the spirit of our whole setup where we want to suppress purely log-
ical equivalences in order to exhibit the properties of inferences which are,
in some sense, subjective or observational. As we have argued, for such
inferences it is not necessarily the case that a formula � implies itself. That
is, we refuse the identity axioms

�  �:

We reserve the symbol  to represent a consequence relation that has iden-
tical source and target algebra L.

On the other hand, Gentzen’s original cut rule

�  �; � �;�  �

(Cut0)
�;�  �;�

makes sense even in an observational interpretation. The point of intro-
ducing yet another cut rule is the following: The rule (Cut) is clearly struc-
turally simpler then (Cut�), and hence it is also easier to check whether
a given relation  is closed under the former. Unfortunately, (Cut) is not
very well suited for cut elimination as we will see in Section 2.2. The new
rule (Cut0) is a compromise that to some extent combines the advantages of
the two other cut rules; it is easy as it has only two premises and it is still
well-behaved under cut elimination.

We might hope that (Cut0) holds for an identity consequence relation.
More precisely, if  Æ  =  for a consequence relation on some algebra L
then one might expect that  is closed under Gentzen’s cut. As it turns out,
this can be shown if consequence relations are assumed to be interpolative
in the following sense:
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Definition 2.1.6. We say that has interpolants if the following are satisfied:

(L-Int) If �;�  � then there exists �0 2 L so that �  �0 and �0;�  �.

(R-Int) If �  �; � then there exists �0 2 L so that �  �; �

0 and �0  �.

Of course, if the identity axioms of sequent calculus are adopted then
interpolation is trivial. Looking at this from the other end, we can say that
interpolation will provide us with some of the consequences of the identity
axiom scheme.

Lemma 2.1.7. If  has interpolants, then  �  Æ .

Proof. A sequent of the form  � can be cut with itself using (Cut�) to
give ( Æ ) � since the side condition is trivial (see also the remark on
page 61). If it is of the form 

1

; : : : 

n

 � we use interpolation n times to
get 0

1

; : : : ; 

0

n

 � and 

i

 

0

i

, for i = 1; : : : ; n. This allows us to form the
proof



1

 

0

1

...


n

 

0

n



0

1

; : : : ; 

0

n

 �

(Cut�)


1

; : : : ; 

n

( Æ ) �:

Proposition 2.1.8. A consequence relation  with interpolants is closed under
(Cut0), if and only if  Æ  � .

Proof. Suppose that  Æ  �  holds. We want to show that it is closed
under (Cut0). To this end, let �  �; � and �;�  � be two sequents
with � = fÆ

1

; : : : ; Æ

n

g and � = f�

1

; : : : ; �

m

g. As  has interpolants there
are elements Æ0

i

and �

0

j

such that Æ0
i

 Æ

i

; �  Æ

0

1

; : : : ; Æ

0

n

; �; �
j

 �

0

j

; and
�; �

0

1

; : : : ; �

0

m

; �. Hence, we can form the cut

�  Æ

0

1

; : : : ; Æ

0

n

; �

�

1

 �

0

1

...
�

m

 �

0

m

Æ

0

1

 Æ

1

...
Æ

0

n

 Æ

n

�; �

0

1

; : : : ; �

0

m

 �

(Cut�)
�;� ( Æ ) �;�

as the side condition is straightforward to verify. By assumption this im-
plies �;�  �;�.

The converse follows immediately from the observation that (Cut) is an
instance of (Cut0).
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Corollary 2.1.9. If  has interpolants, then it is an idempotent with respect to
(Cut) if and only if it is closed under Gentzen’s cut rule.

From this, we take our cue to define the objects of a category.

Definition 2.1.10. hL;^;_;>;?;i is a continuous sequent calculus if  is a
consequence relation from L to L such that  has interpolants and is closed
under (Cut), or equivalently (Cut0).

The relations  are in fact idempotents but not identities for all conse-
quence relations. This is not surprising because, as yet, we do not have
any axioms that make sure that identities and other consequence relations
interact in a sensible way.

Definition 2.1.11. Say that a consequence relation ` from L toM is compat-
ible with 

L

and 
M

if



L

Æ ` = ` = ` Æ 

M

We let MLS (for multi-lingual sequents) be the category that has contin-
uous sequent calculi as objects and compatible consequence relations be-
tween them as arrows.

The facts that 
L

is self-compatible on both sides, and that composition
of compatible consequent relations preserves compatibility are both evi-
dent from the definition. From the discussion preceding Lemma 2.1.2 it is
clear that MLS is self-dual.

It is also obvious that for any consequence relation ` : L ! M the de-
rived consequence relation 

L

Æ ` Æ 

M

is compatible.
The properties (L-Int), (R-Int), and being closed under (Cut0) of contin-

uous sequent calculi are inherited by compatible consequence relations:

Proposition 2.1.12. For a consequence relation ` between continuous sequent
calculi L and M the following are equivalent:

1. The relation ` is compatible with 
L

and 
M

.

2. It is closed under

(L-Int0) �;� ` � implies that there exists �0 2 L so that � 
L

�

0 and
�

0

;� ` �;

(R-Int0) � ` �; � implies that there exists �0 2 L so that �0 
L

� and
� ` �; �

0;

(L-Cut) if � 
L

� and �;� ` �, then �;� ` �; and

(R-Cut) if � ` �; � and � 
M

�, then � ` �;�.

3. It satisfies 
L

Æ ` � ` and ` Æ 
M

� `, and is closed under (L-Int0) and
(R-Int0).
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Proof. If ` is compatible with 
L

, then any sequent �;� ` � can be written
as a cut

�;� 

L

� � ` �

(Cut)
�;� (

L

Æ `) �:

Because of interpolation in L there exists a �0 2 L such that � 
L

�

0 and
�

0

;� 

L

�. We cut and get

�

0

;� 

L

� � ` �

(Cut)
�

0

;� (

L

Æ `)

| {z }

`

�

which proves (L-Int0).
Now, suppose � 

L

� and �;� ` �, where � = f�

1

; : : : ; �

m

g. By the
existence of interpolants that we have just proved, there are elements �0

1

through �0
m

so that �; �0
1

; : : : ; �

0

m

` � and �
i



L

�

0

i

. These sequents allow the
proof

� 

L

�

�

1



L

�

0

1

...
�

m



L

�

0

m

�; �

0

1

; : : : ; �

0

m

` �

(Cut�)
�;�(

L

Æ `)

| {z }

`

�:

The two dual rules are proved analogously. This concludes the proof of
(1) =) (2).

The implication (2) =) (3) is clear since from (L-Cut) and (R-Cut) we
immediately get 

L

Æ ` � ` and ` Æ 
M

� `.
For (3) =) (1) we only have to observe that (L-Int0) and (R-Int0) yield

` � 

L

Æ ` and ` � ` Æ 

M

—the trivial case, where the relevant side con-
tains the empty sequent, is taken care of by (W), (L?) and (R>).

As with (Cut0), the advantage of introducing the new rules (L-Cut) and
(R-Cut) will only become clear in Section 2.2.

A closer inspection of the above proof shows that it did not really de-
pend on ` being a consequence relation. We only needed (W), (L?) and
(R>) to prove that a relation ` satisfying the conditions of the proposition
is compatible. Such a compatible relation automatically satisfies most rules
for consequence relations, since 

L

and 
M

do:

Corollary 2.1.13. A relation between continuous sequent calculi is a compatible
consequence relation if and only if it satisfies (W), (L?), (R>), forwards (L_) and
(R^), and the rules of Proposition 2.1.12, namely (L-Int0), (R-Int0), (L-Cut) and
(R-Cut).
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Proof. The conditions of the corollary are clearly necessary. If we assume
conversely that the conditions hold for such a relation ` then we know
already that it is compatible. That it also satisfies all the remaining logical
rules is shown using the pattern of first interpolating, then applying the
appropriate rule for  and then cutting. We consider the only interesting
case:

For a sequent � ` �; �;  interpolation yields the sequents � ` �; �

0

;  

0;
�

0

 �; and  0   enabling us construct the proof:

� ` �; �

0

;  

0

�

0

 �

(W)

�

0

 �;  

(R_)
�

0

 � _  

(R-Cut)
� ` �; � _  ; 

0

 

0

  

(W)

 

0

 �;  

(R_)
 

0

 � _  

(R-Cut)
� ` �; � _  ; � _  

It is worthwhile to note that all definitions and theorems up to this point
still make sense if one does not allow the application of the logical rules
from the lower sequent to the upper sequent. We will come back to the
significance and problems of backwards rules in the next section where we
discuss cut elimination and later in Section 3.1.2 when we study semantics.

Remark. A different perspective on the definition of MLS is given by
the following. We consider consequence relations and the composition
given by (Cut). As we observed before this is not quite a category, but
only because it fails to have identities. We now split the class of idempo-
tents that have interpolants, a technique which is well-known in category
theory, [FS90, 1.28]. It works even if the original ‘category’ fails to have
identities. The resulting category in our case is precisely MLS.

Alternatively, we can build a proper category before we split the idem-
potents: We can restrict the ‘internal’ logic to situations where a proposi-
tion � does imply itself. As the identity morphism on a (2; 2; 0; 0)-algebra
we can then take the smallest consequence relation generated by the iden-
tity rules, which will yield precisely the classically valid sequents of the
system. Compatibility is then not an issue and we immediately obtain
a (self-dual) category RMLS. Now we can again obtain MLS by splitting
idempotents in RMLS that have interpolants.
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2.2 Cut Elimination

The famous Cut Elimination Theorem of Gentzen [Gen34] states that every
valid sequent in the sequent calculus can be derived without employing the
cut rule. Sequents in our setting, however, are not about absolute validity
but about derivability of sequents from assumed sequents. The analogous
theorem for this situation says that in every such derivation cuts between
arbitrary sequents can be eliminated in favour of cuts between assumed
sequents. We will exhibit a similar result which applies to the rule (Cut�).

2.2.1 Simple Elimination

If R is any relation between finite sets of elements of (2; 2; 0; 0)-algebras let
R

+ denote the smallest such relation which contains R and is closed under
application of forwards rules, including weakening. In this definition we do
not close R under backwards rules like

� ^  ;� ` �

�;  ;� ` �

as they eliminate connectives and hence decrease the complexity of a se-
quent.

For algebras themselves we say that B � L is a generating set if the
smallest subalgebra B+ of L containing B is L itself. This generation pro-
cess can also be described by finitary rules:

� 2 B

� 2 B

+

�;  2 B

+

� ^  2 B

+

�;  2 B

+

� _  2 B

+

>;? 2 B

+

That is to say, the elements of B+ are precisely those whose membership in
B

+ can be derived using these rules.
If B � L and C � M and if ` is a consequence relation from L to M ,

write `
�

�

C

B

to denote the restriction of ` to sequents made up entirely from
the respective subsets, ` \

�

Pfin(B)�Pfin(C)
�

.
For a fixed set of generators B we define the rank r(�) of a formula �

to be the minimum height of a derivation for � 2 B+ using the rules given
above, setting r(�) = 0 for � 2 B. For a finite set � � L, let r(�) be the
maximum rank of any member of �. Also let r(�) denote the number
of elements of � of maximum rank. For finite �, define the grade g(�) as
the pair g(�):=hr(�); r(�)i, with the lexicographical order on the set of all
grades to make it into a well-order.

We come to the first important lemma relating sets of generators for al-
gebras and freely generated consequence relations. Note that although the
definition of (�)+ excludes backwards rules we nonetheless require conse-
quence relations to be closed under these rules. In fact, many of the results
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on cut elimination depend on them. As we will see, for example, in the
proof of the following lemma they are essential for many induction argu-
ments to go through.

Lemma 2.2.1. Let ` be a consequence relation from L to M . If B and C are
generating sets of L and M , respectively, then ` = (`

�

�

C

B

)

+.

Proof. We obviously have (`

�

�

C

B

)

+

� `. For the interesting containment we
have to verify that � ` � implies � (`

�

�

C

B

)

+

�. We do so by induction on
the grades g(�) and g(�): The basis is immediate, and if r(�) > 0, then we
can write � as �; ~� for some token � such that r(�) = r(�). Now, � is of the
form >, ?,  ^ � or  _ � where  and � are of lower rank.

Let us look at the case � =  _ � as an example, where this is the de-
composition giving rise to the rank of �. We get

 _ �;

~

� ` �

(L_)
 ;

~

� ` � �;

~

� ` �

by using backwards (L_). As for the grades involved we have

g( ;

~

�); g(�;

~

�) < g( _ �;

~

�) = g(�)

and so the induction hypothesis yields

 ;

~

� (`

�

�

C

B

)

+

� �;

~

� (`

�

�

C

B

)

+

�

(L_)
 _ �;

~

� (`

�

�

C

B

)

+

�:

The other cases (and their duals in �) are proved similarly.

The lemma shows that we can restrict our attention to the behaviour of
consequence relations on generators for the algebras involved. Note that
this is, in particular, true for relations  that define the objects of our cate-
gory MLS. In the following we examine how far this idea can be pushed.

We start with the composition of consequence relations. SupposeR and
S are binary relations between finite sets of formulae. We write R Æ S for
the set of sequents that can be derived by using (Cut�) which, of course,
includes all sequents derivable by (Cut).

In the context of cut elimination it actually matters which formulation of
cut we use: If we go back to the proof of Proposition 2.1.3 we see that cuts
using (Cut�) can be reformulated as (Cut)-cuts by using logical forward
rules. Unfortunately, this operation increases the grades of the sequents
involved and hence cannot be used in an induction proof based on these
grades. If we had formulated our logical system only in terms of the simple
cut rule (Cut) most of the following results would not hold.
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Lemma 2.2.2. If C is a generating set for M and `;`0 are consequence relations
from L to M , and M to N , respectively, then

` Æ `

0

= `

�

�

C

Æ ` j

C

;

where the composition on the right hand side stands for the sequents that can be
derived by either cut rule.

Proof. One containment is obvious. For the other one the proof is by induc-
tion on the maximal grade of �’s and �’s involved in a cut

� ` �

1

...
� ` �

n

�

1

`

0

�

...
�

m

`

0

�

(Cut�)
� (` Æ `

0

) �

and the number of sequents with the maximal grade. If all �’s and �’s
have rank 0, i.e. they contain only formulae from C , then we clearly have
� (`

�

�

C

Æ ` j

C

) �. For the induction step we look at the sequent �
i

or �
j

with the maximal grade. Without loss of generality we can assume that
�

n

=

~

�

n

; � is that sequent, where � is a formula of maximal rank. We
distinguish cases on the basis of the decomposition determining the rank
of �.

If � =  _ � we replace the sequent � ` ~

�

n

;  _ � by � `

~

�

n

;  ; � and
consider the choice functions that now arise. The only ones that might be
a problem are those that include  or �. Suppose f 2

Q

n�1

i=1

�

i

is a choice
function such that ff

1

; : : : ; f

n�1

;  _�g covers a �
j

but ff
1

; : : : ; f

n�1

g does
not. Then �

j

must be of the form  _ �;

~

�

j

. We deduce

 _ �;

~

�

j

`

0

�

(L_)
 ;

~

�

j

`

0

� �;

~

�

j

`

0

�

and adding these two sequents ensures that the side condition is satisfied
whether we extend f by  or �. Note that we have to add these sequents
rather than just replacing the old one since we cannot be sure that none of
the f

i

is  _ �. However, the new sequents that arise in this way by ‘split-
ting’  _ � where it appears in a � do not have the maximal grade. Hence,
having already decreased the maximal grade or the number of its occur-
rences by substituting � `

~

�

n

;  ; � for � ` ~

�

n

;  _�, we can simply add all
these sequents and apply the induction hypothesis to get � (`

�

�

C

Æ ` j

C

) �.

For � =  ^ �, analogously, we replace � `

~

�

n

;  ^ � by � `

~

�

n

;  ; �

and add all results of applying (L^) to sequents of the form  ^ �;

~

�

j

`

0

�.
If � = ?we apply (R?) to get the new sequent � ` ~

�

n

. This reduces the
number of choice functions, and the side condition is valid without making
any modifications to sequents on the right.



CUT ELIMINATION 73

Finally we have to consider the case � = >. Here we delete all sequents
� `

~

�

i

;> and replace all sequents>; ~� `

0

� by ~

� `

0

�. Any choice function
~

f for the remaining �’s can be extended to one f 2
Q

n

i=1

�

i

by picking >
for the other i’s. Since ff

1

; : : : ; f

n

g covers one �

j

the image of ~

f contains
�

j

n f>g. Note that in the case that there is no longer a sequent on the
left there was a choice function picking only >. This implies that a sequent
on the right is of the form > `

0

� or `0 �, the later being derivable from
the former using (L>). This is precisely the degenerate case of the side
condition discussed in the remark on page 61.

The dual conditions, where one of the �’s is the sequent with the maxi-
mal rank, are argued the same.

Theorem 2.2.3 (Cut Elimination). Let B � L, C � M and D � N be sets of
generators. Then for any consequence relations ` and `0 between L, M and N it
is the case that

` Æ `

0

= (`

�

�

C

B

Æ `

0

�

�

D

C

)

+

:

Proof. Because of the previous two lemmata we immediately get

` Æ `

0

= `

�

�

C

Æ `

0

j

C

=

�

(`

�

�

C

Æ `

0

j

C

)

�

�

D

B

�

+

:

The set (`
�

�

C

Æ `

0

j

C

)

�

�

D

B

contains precisely the sequents that arise as cuts:

� ` �

1

...
� ` �

n

�

1

`

0

�

...
�

m

`

0

�

(Cut�)
� (` Æ `

0

) �

where � is a subset of B, the �

i

and �

j

are subsets of C , and � is a subset
of D. In other words (`

�

�

C

Æ `

0

j

C

)

�

�

D

B

= `

�

�

C

B

Æ `

0

�

�

D

C

which together with
the first equation proves the theorem.

2.2.2 Construction of Consequence Relations

So far we have looked at given consequence relations. Now, we want to use
similar techniques to construct consequence relations by specifying them
on generators. The question arises, what is needed so we can guarantee
that for a given such relation R the resulting R

+ is actually a morphism
in our category. As it turns out, it is very difficult to derive general rules
in this direction. The problem is that originally we allowed formulae to
be drawn from general (2; 2; 0; 0)-algebras. The situation becomes much
more manageable if we restrict ourselves to term algebras over a given set
of generators. In logic, formulae are usually freely defined, so this is a quite
normal restriction. As we will see in the following discussion, it is not even
a serious one.
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Term Algebras

For any set B let T (B) be the term algebra for the signature (^;_;>;?).
We are now going to show that in MLS every object is isomorphic to one
where the underlying algebra is a term algebra. It is well known from uni-
versal algebra that every algebra L is a quotient of the term algebra T (L)
[MT92, Corollary 5.1.7]. The canonical quotient map takes a term from
T (L) and evaluates it in L. Writing [�℄ : T (L) ! L for this map we can
define



1

; : : : ; 

n



T (L)

Æ

1

; : : : ; Æ

m

:() [

1

℄; : : : ; [

n

℄ 

L

[Æ

1

℄; : : : ; [Æ

m

℄:

We usually abbreviate expressions of the form [

1

℄; : : : ; [

n

℄ by [�℄.

Lemma 2.2.4. If (L;
L

) is a continuous sequent calculus, then
�

T (L);

T (L)

�

is as well.

Proof. To prove that 
T (L)

is a consequence relation we have to check each
of the rules of the calculus. This can be done by using the fact that 

L

satisfies these rules. We do one case to give the flavour of the argument:
Let us suppose

� 

T (L)

�; � � 

T (L)

�;  :

which, by definition, is equivalent to

[�℄ 

L

[�℄; [�℄ [�℄ 

L

[�℄; [ ℄:

We now apply the relevant rule in L

[�℄ 

L

[�℄; [�℄ [�℄ 

L

[�℄; [ ℄

=========================

[�℄ 

L

[�℄; [�℄ ^ [ ℄

| {z }

[�^ ℄

and the result is defined to be

� 

T (L)

�; � ^  :

Hence 
T (L)

is a consequence relation. The proof that it is closed under
(Cut) follows exactly the same pattern.

The argument for the interpolation axioms (L-Int) and (L-Int) is also
very similar: Suppose �;� 

T (L)

�, or equivalently [�℄; [�℄ 

L

[�℄. Inter-
polation in L yields an element  2 L such that [�℄ 

L

 and  ; [�℄ 
L

[�℄.
Now,  is also a term in T (L) and it satisfies [ ℄ =  . Thus we get � 

T (L)

 

and  ;� 
T (L)

�.

Proposition 2.2.5. The continuous sequent calculi (L;
L

) and
�

T (L);

T (L)

�

are isomorphic in MLS.
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Proof. Given the definition of 
T (L)

it is easy to come up with the isomor-
phisms between L and T (L). We define ` : L ! T (L) and `

0

: T (L)! L

by

� ` � :, � 

L

[�℄ and � `

0

� :, [�℄ 

L

�:

To prove that ` and `

0 are compatible consequence relation we have to
check the rules listed in Corollary 2.1.13, namely (W), (L?), (R>), forwards
(L_) and (R^), (L-Int0), (R-Int0), (L-Cut) and (R-Cut).

Apart from the last two rules we can use essentially the same proof as in
the previous lemma. And the cut rules require only a minor new ingredi-
ent: Consider two sequents � ` �; � and � 

T (L)

�. We infer � 
L

[�℄; [�℄

and [�℄ 

L

[�℄, and because of Proposition 2.1.8 we can form

� 

L

[�℄; [�℄ [�℄ 

L

[�℄

(Cut0)
� 

L

[�℄; [�℄

which shows � ` �;�. The other cases involving cut rules are analogous.
It remains to show that ` and `0 are mutually inverse. The containment

(`

0

Æ `) � 

T (L)

follows from the fact that cuts of the form

� `

0

� � ` �

(Cut)
� (`

0

Æ `) �

correspond directly to cuts

[�℄ 

L

� � 

L

[�℄

(Cut)
[�℄ (

L

Æ 

L

)

| {z }



L

[�℄;

and the last sequent, by definition, means � 

T (L)

�. The other contain-
ment follows by the same argument since 

L

= 

L

Æ 

L

.
The proof of (` Æ `0) = 

L

is practically the same.

The proposition shows that we can restrict our study of continuous se-
quent calculi to the purely syntactic ones, i.e. the term algebras. We can
express this categorically by saying that the full subcategory of MLS whose
objects are algebras of the form T (B) is equivalent to MLS.

We now return to the main thrust of this section. Our first lemma shows
that (�)+ yields consequence relations:

Lemma 2.2.6. Let R be a relation between finite subsets of B and C . Then R+ is
a consequence relation from T (B) to T (C).

The restriction R+

�

�

C

B

is just the closure of R under weakening with formulae
from B and C , respectively.
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Proof. The algebras T (B) and T (C) are freely generated. So every sequent
in R

+ is derived from the sequent or the sequents required by the corre-
sponding backwards rule. The only exception are formulae that have been
introduced by weakening. In this case an inspection of the rules shows
that the sequents resulting from a backwards application of a rule can then
likewise be derived by weakening.

All rules other than (W) introduce composite formulae which shows
the second claim.

A condition that is needed for compatibility and identities in MLS is in-
terpolation. We prove a slightly technical lemma that is strong enough so
we can use it to show both, compatibility of generated consequence rela-
tions and interpolation for candidates of continuous sequent calculi.

Lemma 2.2.7. Let R � Pfin(B)�Pfin(B) and S � Pfin(B)�Pfin(C) be re-
lations such that �;� (S) � implies the existence of an interpolant �0 2 T (B)

satisfying � (R

+

) �

0 and �

0

;� (S

+

) �. Then for all S+-sequents there are
R

+-interpolants: I.e. for all �;� (S

+

) � there is a �0 2 T (B) such that � (R

+

) �

0

and �0;� (S

+

) �.

Proof. The proof proceeds by induction the rank of � and the height of the
derivation of �;� (S

+

) �, the former taking precedence. The base case con-
cerning sequents that contain only elements ofB andC is trivial, and so are
the cases where � is not the principal formula and the rule depends on only
one sequent.

For rules taking two sequents, consider the derivation

�;� (S

+

) �;  �;� (S

+

) �; �

(R^)
�;� (S

+

) �;  ^ �

as an example. The induction hypothesis yields two formulae �0 and �

00

such that � (R

+

) �

0; � (R

+

) �

00; �0;� (S

+

) �;  and �

00

;� (S

+

) �; �. From
this we can deduce

� (R

+

) �

0

� (R

+

) �

00

(R^)
� (R

+

) �

0

^ �

00

and

�

0

;� (S

+

) �;  

(W)

�

0

; �

00

;� (S

+

) �;  

(L^)
�

0

^ �

00

;� (S

+

) �;  

�

00

;� (S

+

) �; �

(W)

�

0

; �

00

;� (S

+

) �; �

(L^)
�

0

^ �

00

;� (S

+

) �; �

(R^)
�

0

^ �

00

;� (S

+

) �;  ^ �:

For the rules actually introducing �, the cases for the constants>,? and
weakening are trivial because we can interpolate using either > or ?.
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Next we consider the case that the principal formula is � =  ^�. Given
the proof

 ; �;� (S

+

) �

(L^)
 ^ �;� (S

+

) �

we interpolate twice using the induction hypothesis and get  0; �0 such that
 (R

+

)  

0; � (R

+

) �

0 and  

0

; �

0

;� (S

+

) �. It is here that we actually need
that the induction is not only on the derivation of the sequent but also on
the rank of �. The first interpolation may well increase the height of the
derivation, but as we have already reduced the rank of the formula this is
not a problem. From these sequents we construct the two derivations

 (R

+

)  

0

� (R

+

) �

0

(R^)
 ; � (R

+

)  

0

^ �

0

(L^)
 ^ � (R

+

)  

0

^ �

0

and

 

0

; �

0

;� (S

+

) �

(L^)
 

0

^ �

0

;� (S

+

) �:

Mutatis mutandis, the same argument also proves the last case (L_).

To construct continuous sequent calculi and to show compatibility of
constructed consequence relations we have to reconsider cut elimination.
Looking at the generators of consequence relations, the original rule (Cut�)

and the multiplicative one with implicit weakening are not interchangeable
unless the relations in question is already closed under (W). In the follow-
ing if we refer to the rule (Cut�) or the composition defined in terms of it
we understand this in the stronger sense of the multiplicative formulation
of (Cut�) as given on page 63.

The only reason that we cannot directly use Theorem 2.2.3 is that there
we started from a consequence relation, whereas now we want to begin
with a relation R that generates one. Lemma 2.2.6 tells us that R contains
almost all sequents of R+

�

�

C

B

; the ones that are missing can be derived by
weakening. Hence, we have to study how weakening and (Cut�) interact.
Consider a cut

�

0

;� ` �

1

;�

0

1

...
�

0

;� ` �

n

;�

0

n

�

0

1

;�

1

`

0

�;�

0

...
�

0

m

;�

m

`

0

�;�

0

(Cut�)
�

0

;� (` Æ `

0

) �;�

0
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where all the primed formulae where added by weakening. Then the proof

� ` �

1

...
� ` �

n

�

1

`

0

�

...
�

m

`

0

�

(Cut�)
� (` Æ `

0

) �

(W)

�

0

;� (` Æ `

0

) �;�

0

is also valid: It is easy to verify the side condition in the formulation of
Lemma 2.1.2 as before weakening there are less choice functions on both
sides.

Proposition 2.2.8. For a relation R between finite subsets of B and C and a rela-
tion S between finite subsets of C and D we have (R+

) Æ (S

+

) = (R Æ S)

+.

Proof. Theorem 2.2.3 yields (R+

) Æ (S

+

) =

�

(R

+

)

�

�

C

B

Æ (S

+

)

�

�

D

C

�

+

. The up-
shot of the discussion preceding this proposition is that the only difference
between (R

+

)

�

�

C

B

Æ (S

+

)

�

�

D

C

and R Æ S are sequents that are derivable from
the latter by weakening. Hence we conclude

(R

+

) Æ (S

+

) =

�

(R

+

)

�

�

C

B

Æ (S

+

)

�

�

D

C

�

+

= (R Æ S)

+

:

Corollary 2.2.9. If a binary relation R on finite subsets of B is closed under
(Cut�) then so is R+.

If we want to construct continuous sequent calculi, then it is sometimes
more convenient to use (Cut0). The following lemma shows that we can do
so.

Lemma 2.2.10. Let R be binary relation on finite subsets of a set B and R0 its
closure under weakening with formulae from B. If R is closed under (Cut0) then
R

0 is closed under (Cut�).

Proof. We show that R0 is closed under (Cut�) by rewriting cuts using this
rule in terms of (Cut0). But first we observe that R0 is also closed under
(Cut0): This follows from the fact that every such cut over a formula intro-
duced by weakening can be entirely replaced by weakening.

Now, we prove by induction on n that if �
1

; : : : ;�

n

and �

1

; : : : ;�

m

satisfy the side condition, then the sequents � (R

0

) �

1

� � �� (R

0

) �

n

and
�

1

;� (R

0

) � � � ��

m

;� (R

0

) � imply � (R

0

) �. Note that this immediately
shows that R0 is closed under cuts of the form

� (R

0

) �

1

...
� (R

0

) �

n

�

1

(R

0

) �

...
�

m

(R

0

) �

� (R

0

) �
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as we can weaken the sequents on the right with �.
For n = 0 the side condition boils down to one �

j

being empty and we
get � (R

0

) � by weakening.
In the induction step we ‘eliminate’ the sequent � (R

0

) �

n+1

. Given any
choice function f 2

Q

n

i=1

�

i

and an element � 2 �

n+1

there is a j such that
ff

1

; : : : ; f

n

; �g � �

j

. Cutting � (R

0

) �

n+1

with the sequent �
j

;� (R

0

) �—
weakening it to �

j

; �;� (R

0

) � if � does not occur in �

j

—produces a se-
quent

�;�

j

n f�g (R

0

) �

n+1

n f�g;�:

The important observation is now that �
j

n f�g � ff

1

; : : : ; f

n

g. We pick
the next formula  2 �

n+1

and cut the sequent we just generated with the
corresponding �

j

0

;� (R

0

) � to get

�;�

j

n f�g;�

j

0

n f g (R

0

) �

n+1

n f�;  g;�:

We iterate this procedure of cutting the resulting sequents with the appro-
priate �

k

;� (R

0

) � and finally get a sequent of the form

�;�

f

(R

0

) �

where � � ff

1

; : : : ; f

n

g.
Repeating this process for all such choice functions f yields sequents

such that �
1

; : : : ;�

n

and (�

f

)

f2

Q

�

i

satisfy the side condition and hence
the induction hypothesis.

The proof of the lemma essentially shows that (Cut�) is derivable from
(Cut0) and (W) without any other rules. The statement of the lemma is
reminiscent of one direction of Proposition 2.1.8. There the proof was much
simpler since we could use (Cut). As the rewriting of (Cut�) in terms of
(Cut) uses logical rules we cannot use it in the current context.

Corollary 2.2.11. If a binary relation R on finite sets is closed under (Cut0) then
R

+ is closed under (Cut�).

We can put all these results together to get the central theorem about
the construction of continuous sequent calculi:

Theorem 2.2.12. Let R be a binary relation R on finite subsets of a set B that
is either closed under (Cut�) or (Cut0). If it also satisfies the condition that for
all �;� (R) � there is a �0 2 T (B) such that �0;� (R

+

) � and � (R

+

) �

0,
and dually for interpolation on the right, then R+ makes T (B) into a continuous
sequent calculus.

Proof. The relation R

+ is a consequence relation by Lemma 2.2.6. From
Lemma 2.2.7 and its dual we infer the existence of interpolants. That it is an
idempotent then follows from Corollary 2.2.9 or Corollary 2.2.11 together
with Lemma 2.1.7.
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An analogous result for the generation of arbitrary morphisms, rather
than just identities, is now also easy to prove.

Theorem 2.2.13. Let T (B) and T (C) be continuous sequent calculi and R a bi-
nary relation between finite subsets of B and C that is closed under (Cut�) with
respect to generators of 

T (B)

and 
T (C)

. If, moreover, for all �;� (R) � there is
a �0 2 T (B) such that �0;� (R

+

) � and � 
T (B)

�

0, and the dual interpolation
on the right, then R+ is a compatible consequence relation from T (B) to T (C).

Proof. Because of Lemma 2.2.6, R+ is a consequence relation, and Propo-
sition 2.2.8 implies that R+ is closed under cuts with . The remaining
conditions of Proposition 2.1.12 are consequences of Lemma 2.2.7.

In applications it is quite common that we want to describe a conse-
quence relation between T (B) and T (C) by referring to arbitrary formulae
and not just the generators, i.e. elements from B and C . The following
lemma explores when we can do this without any additional overhead:

Lemma 2.2.14. Let R be a relation between finite subsets of T (B) and T (C) that
is closed under the backwards rules. Then R+ is a consequence relation, and more-
over it is equal to (R

�

�

C

B

)

+.

Proof. Since R is closed under backward rules and T (B) as well as T (C)
are freely generated we have R � (R

�

�

C

B

)

+. The claims of the lemma are an
immediate consequence of this observation.

Suppose R is an ‘over-specified’ relation as in this lemma. If we look
at the formulation of Theorem 2.2.12 and 2.2.13, we see that if R satisfies
the premises of these theorems—apart from being over-specified—then so
does its restriction to the generators.

There is another condition that we can relax, namely being closed under
the appropriate cut rules. In the applications it often happens that the result
of a cut does not quite lie in R but can be derived from such a sequent
by weakening. Adding such sequents does not create new problems for
interpolation. Moreover, the discussion before Proposition 2.2.8 shows that
this does not introduce essentially new cuts, either. Hence, we get slightly
more liberal versions of the above theorems:

Corollary 2.2.15. Let R be a binary relation on finite subsets of a freely generated
(2; 2; 0; 0)-algebra that is closed under backwards rules. If R satisfies the inter-
polation conditions of Theorem 2.2.12 and is closed under (Cut�) or (Cut0) up to
weakening, then R+ is a continuous sequent calculus.

Corollary 2.2.16. Let R be a binary relation between finite subsets of continuous
sequent calculi T (B) and T (C) which is closed under backwards rules. If it sat-
isfies the interpolation conditions of Theorem 2.2.13 and is closed under (Cut�)

with respect to generators of 
T (B)

and 
T (C)

up to weakening, then R

+ is a
compatible consequence relation from T (B) to T (C).
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2.2.3 Coproducts and Products

As an example application of the results of the previous section we con-
struct coproducts in MLS. We do this in considerable detail to show what
is involved in performing a construction like this in a purely syntactic fash-
ion.

Let L and M be continuous sequent calculi whose underlying algebras
are freely generated. We take the disjoint union f0g � L [ f1g �M and let
L +M be the algebra that is freely generated by it. We already know that
we only have to come up with a suitable relation on the basis to define the
continuous sequent calculus on L+M . For this, we specify the rules:

� 

L

�

(� 6= ;)

f0g � � 

L+M

f0g ��

� 

M

�

(� 6= ;)

f1g � � 

L+M

f1g ��



L

� 

M

�



L+M

f0g � �; f1g ��

h0; �i; h1;  i 

L+M

To understand these rules it might be helpful to jump ahead a bit and to
consider them semantically: In the next chapter we will see that coproducts
in MLS correspond to taking the disjoint union of spaces. Let us suppose L
corresponds to a space X and M to Y . In these terms the restriction � 6= ;

in the first rule says, in effect, that the embedding of X in X + Y is only a
part of the latter; and analogously for the second rule. The two other rules
can be read as saying that the union of the embedding of X and Y is all
of X + Y and that the intersection of any part of X with any part Y is the
empty set.

Lemma 2.2.17. The relation (

L+M

)

+ is a continuous sequent calculus.

Proof. Clearly, the relation
L+M

has interpolants precisely because
L

and


M

do. It is also closed under Cut0 as is readily checked by considering the
different cuts that arise. Let us verify one case explicitly to give the flavour
of the argument: Consider the proof



L

�;� 

M

�



L+M

h0; �i; f0g � �; f1g ��

�;� 

L

�

h0; �i; f0g �� 

L+M

f0g � �

(Cut0)
f0g �� 

L+M

f0g � �; f0g � �; f1g ��:

If � is not empty we can construct



L

�;� �;� 

L

�

(Cut0)
� 

L

�;�

f0g �� 

L+M

f0g � �; f0g � �

(W)

f0g �� 

L+M

f0g � �; f0g � �; f1g ��
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otherwise we simply use a different rule and get



L

�;� � 

L

�

(Cut0)


L

�;�


M

�



L+M

f0g � �; f0g � �; f1g ��:

All other cases are equally straightforward. So (

L+M

)

+ is a continuous
sequent calculus by Theorem 2.2.12.

We claim that this is the identity for a coproduct of 
L

and 
M

. The
embeddings from L and M to L +M are defined by the behaviour on the
generators f0g � L [ f1g �M . We define them by:

� 

L

�

� `

�

0

f0g ��

� 

M

�

� `

�

1

f1g ��

For these rules we do not need the restriction � 6= ; since the preimage
of X � X + Y under the embedding is all of X .

Note that on the left hand side of these sequents arbitrary formulae
from L and M may appear. Of course, we could restrict them to elements
from the generators of L and M , but this would actually make it harder for
us to show the necessary interpolation properties.

Lemma 2.2.18. The relations (`
�

0

)

+ and (`

�

1

)

+ are compatible consequence re-
lations.

Proof. They are closed under backwards rules since 
L

and 
M

are. For
the same reason they satisfy the interpolation properties needed in Corol-
lary 2.2.16.

If we consider (Cut�)-cuts between `
�

0

and 
L+M

-sequents we see that
those of the form h0; �i; h1;  i 

L+M

are always redundant since no choice
function can cover the formula h1;  i. If we have to use a sequent that is
derived as



L

� 

M

�



L+M

f0g � �; f1g ��

we get



L

�

`

�

0

f0g � �

(W)

� `

�

0

f0g � �; f1g ��

for any ��fin L. The remaining case follows immediately from the fact that


L

is closed under (Cut�), and so does closure under cuts with 
L

. Thus,
all conditions of Corollary 2.2.16 are satisfied.
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To show that L +M is indeed the coproduct we have to come up with
unique mediating morphisms for arbitrary co-cones. Suppose that `

f

: L!

N and `
g

: M ! N are compatible consequence relations, where N is also
freely generated. We define `

fg

by:

� `

f

�

(� 6= ;)

f0g � � `

fg

�

� `

g

�

(� 6= ;)

f1g � � `

fg

�

`

f

� `

g

�

`

fg

�;�

h0; �i; h1;  i `

fg

Lemma 2.2.19. The rules generate a compatible consequence relation (`

fg

)

+, and
it satisfies (`

�

0

)

+

Æ (`

fg

)

+

= `

f

and (`

�

1

)

+

Æ (`

fg

)

+

= `

g

.

Proof. As before the existence of interpolating formulae for `
fg

follows di-
rectly from the fact that `

f

and `
g

have interpolants, and for the same rea-
son it is clear that `

fg

is closed under backwards rules.

The main difficulty of the proof that `
fg

is closed under cuts with
L+M

and 
N

is to make sure that we consider all the different ways in which
such cuts can arise. Let us begin with cuts of the form `

fg

Æ 

N

. If such
a cut uses a sequent h0; �i; h1;  i `

fg

, then we can get the result simply by
weakening this formula, whatever the other formulae that are involved in
the cut. The same is the case if we have at least one sequent of the form
f0g � � `

fg

� and one of the form f1g � �

0

`

fg

�

0, where �;�

0

6= ;. Now,
suppose that on the left hand side of (Cut�) there is at least one sequent of
the form fig � � `

fg

� with � 6= ;. Then any sequent derived as

`

f

�

0

`

g

�

1

`

fg

�

0

;�

1

can be replaced by fig�� `
fg

�

i

by applying weakening to the correspond-
ing premise. This shows that we can assume, without loss of generality,
that the sequents on the left are all derived by the same rule.

If it is the first or the second rule then closure under cut with
N

follows
immediately from the compatibility of `

f

and `
g

. Otherwise, the cut must
be of the form

`

fg

�

1

;�

1

...
`

fg

�

n

;�

n

�

1



N

�

...
�

m



N

�

(Cut�)
`

fg

Æ 

N

�:

The sequents `
fg

�

i

;�

i

are derived from `

f

�

i

and `
g

�

i

, and we construct
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the proof

`

f

�

1

...
`

f

�

n

�

1



N

�

...
�

m



N

�

(Cut�)
`

f

�

`

g

�

1

...
`

g

�

n

�

1



N

�

...
�

m



N

�

(Cut�)
`

g

�

`

fg

�:

The side conditions are satisfied since there are less choice functions to con-
sider in each of the two cuts. We have now shown that, up to weakening,
we have `

fg

Æ 

N

� `

fg

.
For cuts between 

L+M

and `
fg

essentially the same argument shows
that we can assume the 

L+M

-sequents involved in such a cut to be of one
type. This restricts the `

fg

-sequents that can appear on the right of such a
cut. The only new case is



L+M

f0g � �

1

; f1g ��

1

...


L+M

f0g � �

k

; f1g ��

k

f0g ��

1

`

fg

�

...
f0g ��

l

`

fg

�

f1g ��

0

1

`

fg

�

0

...
f1g ��

0

m

`

fg

�

0

h0; �

1

i; h1;  

1

i `

fg

...
h0; �

n

i; h1;  

n

i `

fg

(Cut�)


L+M

Æ `

fg

�;�

0

:

We observe that the side condition must in particular be satisfied for choice
functions that pick elements exclusively from the f0g � �

i

or exclusively
from the f1g ��

j

. For such choice functions only certain sequents on the
right can be relevant. Since we know how the individual sequents in the
cut were derived from the respective continuous sequent calculi 

L

, 
M

,
`

f

and `
g

this implies that we can construct the proof



L

�

1

...


L

�

k

�

1

`

f

�

...
�

l

`

f

�

(Cut�)
`

f

�



L

�

1

...


L

�

k

�

0

1

`

g

�

0

...
�

0

m

`

g

�

0

(Cut�)
`

g

�

0

`

fg

�;�

0

:

We have thus proved 
L+M

Æ `

fg

� `

fg

, up to weakening. So, `
fg

satis-
fies all conditions of Corollary 2.2.16 showing that (`

fg

)

+ is a compatible
consequence relation.
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Now we check (`

�

0

)

+

Æ (`

fg

)

+

= (`

�

0

Æ `

fg

)

+

!

= `

f

, where the first
equality follows from Proposition 2.2.8. For � `

f

� we can find a � 2 L

such that � 
L

� and � `
f

� since `
f

is compatible. We construct the proof

� 

L

�

� `

�

0

h0; �i

� `

f

�

h0; �i `

fg

�

� (`

�

0

Æ `

fg

) �:

which shows `
f

� `

�

0

Æ `

fg

� (`

�

0

Æ `

fg

)

+.

Because of the structural similarities between the rules for 
L+M

and
`

fg

the proof of the other containment is almost identical to the argument
for `

�

0

Æ 

L+M

� `

�

0

in the previous lemma.

Unfortunately, the uniqueness of the mediating morphism (`

fg

)

+ is
harder to show. For this we need more information about the exact rela-
tionship between 

L+M

and `

�

i

. We establish the necessary prerequisites
in a series of lemmata.

Lemma 2.2.20. If (`

�

0

)

+

� then we can prove f0g � � (

L+M

)

+

� for all
non-empty ��fin L.

Proof. The proof is by induction on the derivation of (`
�

0

)

+

�. For the base
case consider



L

~

�

`

�

0

f0g �

~

�:

We can immediately construct the proof



L

~

�

(W)

� 

L

~

�

f0g � � 

L+M

f0g �

~

�:

The rest of the induction poses no problems since the term f0g � � on
the left does not interfere with the logical rule that is used on the right.

Lemma 2.2.21. For any derivable sequent h0; �i;� (

L+M

)

+

� and any  2 L
we can derive h0; � ^  i;� (

L+M

)

+

�.

Proof. The proof by induction is straightforward: For the base case

�;

~

� 

L

~

�

h0; �i; f0g �

~

� 

L+M

f0g �

~

�
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we construct

�;

~

� 

L

~

�

(W)

�;  ;

~

� 

L

~

�

(L^)
� ^  ;

~

� 

L

~

�

h0; � ^  i; f0g �

~

� 

L+M

f0g �

~

�:

No logical rule can introduce the term h0; �i, so it is always a side formula.
And for weakening it is clear that if we can weaken with h0; �i then we may
as well weaken with h0; � ^  i instead.

Lemma 2.2.22. If the sequent h0; �i; h0;  i;� (

L+M

)

+

� is derivable then so
is h0; � ^  i;� (

L+M

)

+

�.

Proof. As before the only interesting bits of the induction are the cases
where either h0; �i or h0;  i is introduced. For the base

�;  ;

~

� 

L

~

�

h0; �i; h0;  i; f0g �

~

� 

L+M

f0g �

~

�

we immediately get

�;  ;

~

� 

L

~

�

(L^)
� ^  ;

~

� 

L

~

�

h0; � ^  i; f0g �

~

� 

L+M

f0g �

~

�

and for weakening we can use Lemma 2.2.21

Lemma 2.2.23. If h0; �i;� (

L+M

)

+

� and h0;  i;�0 (
L+M

)

+

�

0 is deriv-
able, then so is h0; � _  i;�;�0 (

L+M

)

+

�;�

0.

Proof. The proof is essentially the same as before; we perform an induction
on the derivation of both sequents. The base case is done by using multi-
plicative (L_), and all the other cases, even weakening, are trivial.

We can now make the connection between 
L+M

and `
�

0

:

Proposition 2.2.24. 1. If f0g�� (

L+M

)

+

� then we also have � (`

�

0

)

+

�.

2. If � (`

�

0

)

+

� and � 6= ; then we can derive f0g � � (

L+M

)

+

�.

Proof. Both claims are proved by induction on the derivation of the sequent
in question. The first claim is straightforward and does not need any of the
previous lemmata.
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For the second claim the base case is not a problem because of the side
condition � 6= ;. The only difficulty with weakening is the case

`

�

0

�

(W)

� `

�

0

�:

This is, however, taken care of by Lemma 2.2.20. The only non-trivial logi-
cal rules are (L^) and (L_); this is where we need Lemma 2.2.22 and 2.2.23,

This allows us to show finally that we have actually constructed the
coproduct of L and M :

Theorem 2.2.25. The continuous sequent calculus L+M , together with the com-
patible consequence relations (`

�

0

)

+ and (`

�

1

)

+, is a coproduct of L and M in
MLS.

Proof. Suppose that `
f

: N ! L and `

g

: N ! M are compatible conse-
quence relations, where N is also freely generated. Lemma 2.2.19 says that
(`

fg

)

+ is a compatible consequence relation and, moreover, that it satisfies
(`

�

0

)

+

Æ (`

fg

)

+

= `

f

and (`

�

1

)

+

Æ (`

fg

)

+

= `

g

. Hence, we only have to
show that it is unique.

To this end let us suppose that `
d

: L+M ! N is any morphism with
this property. We first show that the generators `

fg

are contained in `
d

. If
we have � `

f

�, where � 6= ;, then compatibility of `
f

allows us to find
a � 2 L such that � 

L

� and � `

f

�. Since we assume `
f

= (`

�

0

)

+

Æ `

d

we find a  2 L+M such that � (`

�

0

)

+

 and  `

d

�. From � (`

�

0

)

+

 

we get h0; �i (
L+M

)

+

 because of Proposition 2.2.24.(2) and we construct
the proof

� 

L

�

f0g � � 

L+M

h0; �i

h0; �i (

L+M

)

+

  `

d

�

(Cut)
h0; �i `

d

�

(Cut)
f0g � � `

d

�:

We still have to check two rules that generate `
fg

-sequents. Because of

h0; �i; h1;  i 

L+M

(W)

h0; �i; h1;  i (

L+M

)

+

?

(L?)
? `

d

(Cut)
h0; �i; h1;  i `

d

those of the form h0; �i; h1;  i `

fg

are not a problem. We consider the last
rule

`

f

� `

g

�

`

fg

�;�:
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Because of weakening and what we have already shown we get the se-
quents h0;>i `

d

� and h1;>i `
d

� and we can use them in the following
derivation:

(R>)


L

>

(R>)


M

>



L+M

h0;>i; h1;>i

h0;>i `

d

�

h1;>i `

d

�

(Cut�)
`

d

�;�

This completes the proof of `
fg

� `

d

.
For the reverse containment we know from Lemma 2.2.1 that we only

have to show that `
d

-sequents that relate generators lie in (`

fg

)

+. As before
the only interesting such sequents are those of there form fig � � `

d

�;
those containing h0; �i and h1;  i formulae on the left are trivial, and we
can take care of the case where the left hand side is empty by (L>) and
(R>).

So, we take a sequent f0g � � `

d

�, where � 6= ;. We exploit compat-
ibility of `

d

to get f0g � � (

L+M

)

+

� and � `

d

� for a � 2 L +M . By
Proposition 2.2.24.(1) this implies � (`

�

0

)

+

� and we get

� (`

�

0

)

+

� � `

d

�

(Cut)
� `

f

�

f0g � � `

fg

�:

Hence, we have shown that `
d

and `
fg

are equal.
If N is not freely generated, we construct T (N) which is isomorphic

to N by Proposition 2.2.5; let us call the isomorphism `

�

: T (L) ! L. We
get a mediating morphism `

d

for `
f

and `

g

composed with (`

�

)

�1. It is
straightforward to check that `

d

Æ`

�

is the unique mediating morphism for
`

f

and `
g

. So, L�M is a coproduct in the category MLS.

It is clear from Lemma 2.2.1 that the free algebra on no generators sup-
ports exactly two continuous sequent calculi; one is created by the empty
relation, the other by the empty sequent ;  ;. Because of weakening, the
continuous sequent calculus 0 generated by the latter one relates all finite
subsets of formulae. We infer that it is a zero object in MLS, i.e. it is initial
and terminal.

Corollary 2.2.26. MLS has all finite coproducts.

Proof. The only thing we have to show is that we can also form the coprod-
uct of continuous sequent calculi that are not necessarily freely generated.
This is a consequence of Proposition 2.2.5 and the following observation: If
objects X

i

and X 0

i

are isomorphic in any category and the coproduct of the
X

i

exists, then it is also a coproduct of the X 0

i

.
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Remark. There is also a more conceptual way of explaining why the ob-
jects of MLS that are not freely generated do not cause any problems: Our
constructions show that the full subcategory of freely generated continu-
ous sequent calculi has coproducts. As we already observed after Proposi-
tion 2.2.5 this category is equivalent to MLS. But as equivalent categories
have the same categorical properties (see [FS90, 1.39]), MLS has all coprod-
ucts.

The construction for coproducts also yields products:

Corollary 2.2.27. The category MLS has all finite products.

Proof. As pointed out directly after the definition of MLS on page 67 the cat-
egory is self-dual. Unfortunately, the corresponding involution (�)

op does
not fix objects; it reverses  and interchanges ^, _, > and ?. Hence, we
only know L�M

�

=

(L

op
+M

op
)

op.

There is no reason why L+M and the product (Lop
+M

op
)

op should be
equal. Somewhat surprisingly they are, however, isomorphic. In the next
chapter we will see a semantic argument why this is the case.

An alternative proof is to give the projections and the corresponding
pairing directly which make L + M into the product of L and M . The
projections are generated by the rules:

� 

L

�

f0g � � `

�

0

�

� 

M

�

f1g � � `

�

1

�

(� 6= ;)

f1g � � `

�

0

(� 6= ;)

f0g � � `

�

1

For compatible consequence relations `
f

: N ! L and `

g

: N ! M the
mediating morphism is generated by the single rule

� `

f

� � `

g

�

� `

hf;gi

f0g ��; f1g ��:

The proof that the rules generate compatible consequence relations and
that they satisfy the conditions defining products uses the same techniques
as the one for coproducts, and we do not consider it in any detail. To show
that (`

hf;gi

)

+ is unique we need an auxiliary observation similar to Propo-
sition 2.2.24, namely that the rule

� (`

�

0

)

+

� � (`

�

1

)

+

�

=======================

� (

L+M

)

+

f0g ��; f1g ��

is admissible.
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Chapter 3

Semantics

In this chapter we make the connection between the topological spaces
we studied in Chapter 1 and the syntactic objects of the last chapter. As
mentioned before, continuous sequent calculi correspond to stably compact
spaces and compatible consequence relations to ‘closed’ relations between
them. A continuous functions between two spaces can be considered to
be a special instance of such a relation, and we can characterise the conse-
quence relations that give rise to functions in purely syntactic, i.e. logical,
terms.

We first establish this link between syntax and semantics in an abstract
way that says that the respective categories are equivalent. Then we in-
vestigate how we can determine whether a concrete continuous sequent
calculus actually represents a certain stably compact space. Once we have
these tools available, we can use them to perform domain constructions in
logical form. We consider several examples in some detail. Function spaces
are notoriously hard and we look at some of the problems that arise.

The space of relations, on the other hand, is much easier to handle. Cer-
tain relations can be understood to correspond to functions and we study
this problem with logical, topological and categorical methods.

3.1 Logic and Topological Spaces

We begin by looking at theories, sets of formulae that are closed under in-
ternal reasoning . This is essentially still a proof-theoretic concept, but a
closer scrutiny of the poset of all theories on a continuous sequent calculus
reveals that they are arithmetic locals, the Stone duals of stably compact
spaces. Hence, these considerations lead directly to the semantics of con-
tinuous sequent calculi.

There is a close resemblance between theories, or filters, for continuous
sequent calculi and those for strong proximity lattices which were introduced
in [JS96, JS98]. The latter can in fact be understood as Lindenbaum alge-

91
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bras for our logic. We make this connection precise and finally we give a
topological semantics for both, continuous sequent calculi and compatible
consequence relations.

3.1.1 Theories and Models

Let ` be a compatible consequence relation from L to M . For X � L and
Y �M , we define

X[`℄ :=

�

� 2M

�

�

(9��fin X) � ` �

	

[`℄Y :=

�

� 2 L

�

�

(9��fin Y ) � ` �

	

which we can think of as the `-consequences of X and the dual for Y . As
usual, in the case of singleton sets we write �[`℄ for f�g[`℄, and [`℄� for
[`℄f�g.

A filter of L is a set F � L such that F = F [

L

℄; an ideal of L is a set
I � L such that I = [

L

℄I . Let filt(L) and idl(L) denote the partial orders of
filters and ideals, respectively, both ordered by inclusion.

Consider the role that filters and ideals play in logic. Roughly, a filter
corresponds to a theory. One typically says that a theory is consistent if it is
not the entire language, and one formulation of soundness and complete-
ness is that a theory is consistent if and only if it has a model. The latter
means essentially that the corresponding filter is contained in a prime fil-
ter. We will return to this point later. First we prove some properties about
filters and the poset filt(L).

Proposition 3.1.1. A subset F of a continuous sequent calculus is a filter if and
only if

1. > 2 F ;

2. �;  2 F implies � ^  2 F ; and

3. � 2 F if and only if for some  2 F ,   �.

Furthermore, in any filter F , if � 2 F (or  2 F ) then �_ 2 F , and �^ 2 F
implies �;  2 F .

Proof. If F is a filter then the first two conditions are immediate from the
rules (R>) and (R^). The third one follows from Proposition 2.1.12.

Conversely, the last condition implies F � F [℄. For the other inclu-
sion, suppose � 2 F [℄, i.e. �  � for ��fin F . This implies

V

�  � by
(L^) and

V

� 2 F because of the second condition; weakening and the first
one take care of the trivial case � = ;. So we have � 2 F by the third
condition.

Weakening and (R_) show that for a filter F , if � 2 F or  2 F then the
element �_  must also lie in F . For the last statement suppose �^  is an
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element of a filter F . From condition (3) we get a � 2 F such that �  �^ .
So backwards (R^) implies �  � and �   thus proving �;  2 F .

Condition (3) of the proposition is usually called roundness of filters.
We will use it, and the other properties listed in the proposition, quite fre-
quently in the remainder of this chapter.

For filters and ideals we can restrict ` to the singletons it relates:

Corollary 3.1.2. Let F � L be a filter and ` : L! M a compatible consequence
relation. Then we have

F [`℄ =

�

� 2M

�

�

(9 2 F )  ` �

	

;

and dually for ideals.

Proof. Suppose we have ��fin F and a sequent � ` �. By (L^) we get
V

� ` � and from the previous proposition we infer
V

� 2 F . This shows
one inclusion, the other one is trivial.

We can use this observation in many proofs and as it is very elementary
we will do so tacitly. Next, we observe that there is always a wealth of filters
and ideals, namely the ones generated as ‘consequences’ of an arbitrary set.

Lemma 3.1.3. X[`℄ is always a filter and [`℄Y is always an ideal.

Proof. Given any X the set X[`℄ clearly satisfies the first two conditions of
Proposition 3.1.1. Since we made the general assumption that ` is compat-
ible, the third condition follows from Proposition 2.1.12.

The result for [`℄Y is for free by duality. The same goes for the remain-
ing arguments in this section; we hence omit pointing it out every time.

We now embark on a first investigation of the internal structure of filt(L)

and idl(L), namely the part that is inherited from the lattice structure of the
power set of L.

Lemma 3.1.4. The posets filt(L) and idl(L) are closed under directed unions and
finite intersections.

Proof. Since sequents are relations between finite sets it is clear that a di-
rected union of filters is again a filter.

For finite meets we first observe thatL itself is always a filter. Given two
filters F and G we verify that F \G is again a filter using Proposition 3.1.1.
The first two conditions and the implication F \G 3   � =) � 2 F \G

are immediate consequences of F and G being filters. For � 2 F \ G we
get elements  

F

2 F and  

G

2 G such that  
F

 � and  

G

 � since
F and G are round. This means  

F

_  

G

 � by (L_), and again from
Proposition 3.1.1 we know that  

F

_  

G

2 F \G.
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These posets filt(L) and idl(L) are dcpo’s and ^-semilattices. In fact,
they have much more structure and we come back to this points when we
make the connection to topological spaces in Section 3.1.3. The reasons to
emphasise finite infima and directed suprema at this point are the follow-
ing: Firstly, these operations are very simple because they are just ordinary
intersection and union. Secondly, filt(L) and idl(L) being ^-semilattices is
a cue that it may be worthwhile to characterise the ^-prime elements. Di-
rected suprema are needed later to show that there are ‘enough’ prime ide-
als and filters.

But before we tackle the primes we list some properties of the map (�)[℄

which will be useful later:

Lemma 3.1.5. The following properties hold:

1. X � Y implies X[

L

℄ � Y [

L

℄;

2.
�

f�g [X

�

[

L

℄ \

�

f g [X

�

[

L

℄ =

�

f� _  g [X

�

[

L

℄;

3. if � 2 X[

L

℄ then
�

f�g [ Y

�

[

L

℄ � (X [ Y )[

L

℄;

4. � 2 X[

L

℄ implies
�

f�g [X

�

[

L

℄ = X[

L

℄; and

5.
�

f�g [X

�

[℄ =

S

"

 2�[℄

�

f g [X

�

[℄.

Proof. The first two properties are obvious from the definition and the rule
(L_). The next one follows from (Cut0) which is admissible by Proposi-
tion 2.1.8, and the fourth is an immediate consequence of (1) and (3).

For the last property one containment, namely

[

"

 2�[℄

�

f g [X

�

[℄ �

�

f�g [X

�

[℄

follows directly from (3). For ��finX and �; �  � we interpolate to get
�   and �;   � showing the other containment. We still have to prove
that the union is directed. Given  ; � 2 �[℄ we find interpolants  0   

and �

0

 � such that �   

0 and �  �

0. By (W), (L^) and (R^) we get
 

0

^ �

0

  and  

0

^ �

0

 �, as well as �   

0

^ �

0. Because of (3), this
implies

�

f g [X

�

[℄;

�

f�g [X

�

[℄ �

�

f 

0

^ �

0

g [X

�

[℄

and thus directedness.

Proposition 3.1.6. For a filter F � L the following are equivalent:

1. F is a ^-prime element of filt(L);

2. F is inaccessible by finite disjunctions, i.e. � _  2 F implies � 2 F or
 2 F , and ? =2 F ;
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3. if � 
L

� for some ��fin F then F \� 6= ;.

The dual conditions characterise the ^-prime elements of idl(L).

Proof. “(1) ) (3)”: Suppose �  Æ
1

; : : : ; Æ

n

for some ��fin F . Then we can
find interpolants Æ0

i

 Æ

i

such that �  Æ

0

1

; : : : ; Æ

0

n

and iterated applications
of (R_) yields � 

W

�

0, where �

0

= fÆ

0

1

; : : : ; Æ

0

n

g. Using the previous
lemma and the fact that F is a filter we get

F = F [℄ � �[℄ =

�

� [ f

_

�

0

g

�

[

L

℄ =

n

\

i=1

�

�

� [ fÆ

0

i

g

�

[℄

�

:

Since F is ^-prime there is a Æ0
i

such that Æ0
i

[℄ �

�

�[fÆ

0

i

g

�

[℄ � F . Because
of Æ0

i

 Æ

i

this shows F \� 6= ;.
“(3)) (2)”: Evidently,? =2 F , for otherwise we have?  ;. If �_ 2 F

then there is a set ��fin F such that �  � _  which implies �  �;  by
backwards (R_). This means that either � or  is in F .

“(2) ) (1)”: If G and H are filters not contained in F then we can pick
� 2 G n F and  2 H n F . Thus, we have � _  2 (G \H) n F by (2) and
Proposition 3.1.1. This says that the intersectionG\H is also not contained
in F which is hence ^-prime.

Remark. The converse of the third condition is equivalent to F � F [℄.
Hence, we can directly characterise the sets that are prime filters: They are
precisely those F � L such that for all ��fin L we have F \ � 6= ; if and
only if there is a subset ��fin F such that �  �.

Also note that to get to (2) we needed backwards rules for the first time.

A set satisfying any of these equivalent conditions is called a prime filter.
A set satisfying the dual conditions is called a prime ideal. The following
lemma is a useful tool to construct prime filters.

Lemma 3.1.7. If I is an ideal and F a filter, maximal with the property F \I = ;,
then F is prime.

Proof. Assume F not to be prime, then by the previous proposition there
are sets ��fin F and � = fÆ

1

; : : : ; Æ

n

g such that �  � but F \ � = ;.
Using interpolation we can make sure that for all Æ

i

we have Æ
i

[℄ n F 6= ;,
i.e. the filters

�

F [ fÆ

i

g

�

[℄ properly contain F . Because of the maximality
of F this implies that for each i = 1; : : : ; n there is a �

i

2 I and a set �
i

�fin F

such that �
i

; Æ

i

 �

i

. We put this together to get

�  �

�

1

; Æ

1

 �

1

...
�

n

; Æ

n

 �

n

(Cut0)�

�;�

1

; : : : ;�

n

 �

1

; : : : ; �

n

(R_)�

�;�

1

; : : : ;�

n

 �

1

_ � � � _ �

n

:
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We have �[�
1

[� � �[�

n

� F , and as F is a filter and I is an ideal, �
1

_� � �_�

n

lies in F and I . Note that the case � = ; is trivial as it implies ? 2 F \ I .
In either case we get a contradiction to F \ I = ;, thus F must be a prime
filter.

Prime filters and prime ideals are almost complements:

Proposition 3.1.8. If P is a prime filter then [℄(L n P ) is a prime ideal. Con-
versely, for a prime ideal I the set (L n I)[℄ is a prime filter, and these two maps
are mutually inverse order anti-isomorphisms.

Proof. The set I:=[℄(L n P ) is an ideal by Lemma 3.1.3. It does not meet P
since P 3 �  � � (LnP ) implies � 

W

� 2 (LnP ) as P is prime, and the
latter contradicts P being a filter. As I is clearly the largest ideal satisfying
I \ P = ; it is prime by the previous lemma.

Because of duality all that remains to show is P = (L n I)[℄. Obvi-
ously, P is contained in the right hand side as the latter is the largest fil-
ter that has an empty intersection with I . To see the converse, suppose
� 2

�

(L n I)[℄

�

n P . We get a set � � (L n I) such that �  � and hence
V

�  �. This implies
V

� 2 I by the construction of I which contradicts
the primeness of I .

Consistency

As discussed at the beginning of this section a filter F � L is consistent if
it is a proper subset of L, and completeness can be expressed as each such
filter being contained in a prime filter. But closer inspection of the proofs
of completeness theorems, say for Gentzen’s systemK [Gen34], shows that
more is proved. In particular, we have nearly complete freedom to choose,
apart from the formulae in F , what formulae are not to be satisfied in a
particular model.

Say that a pair of sets (X;Y ) for X � L and Y � M is `-consistent
provided that for all ��finX and ��fin Y , it is the case that � 6` �. The
idea here is to understandX as a set of formulae that ‘hold’ in L and Y as a
set of formulae that do not hold in M . So the least we should expect is that
` does not contradict this understanding.

Among other things, the next proposition shows that consistency has to
do essentially with filters and ideals.

Proposition 3.1.9. For every compatible consequence relation ` from L to M the
following are equivalent:

1. (X;Y ) is `-consistent;

2.
�

X; [

M

℄Y

�

is `-consistent;

3.
�

X[

L

℄; Y

�

is `-consistent;
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4.
�

X[`℄; Y

�

is 
M

-consistent;

5.
�

X; [`℄Y

�

is 
L

-consistent;

6. X[`℄ \ [

M

℄Y = ;;

7. X[

L

℄ \ [`℄Y = ;;

8. (X; I) is `-consistent for some prime ideal I � [

M

℄Y ; and

9. (F; Y ) is `-consistent for some prime filter F � X[

L

℄.

Proof. “(1) ) (3)”: Suppose the sets � = fÆ

1

; : : : ; Æ

n

g � X[℄ and ��fin Y

are such that � ` �. Then for each Æ

i

2 � there is a �

i

�fin X such that
�

i

 Æ

i

. Multiple application of (L-Cut) yields �
1

; : : : ;�

n

` � which shows
that (X;Y ) is `-inconsistent.

“(3) ) (5)”: Given sequents Æ
1

` �

1

; : : : ; Æ

n

` �

n

and �  �, where
� = fÆ

1

; : : : ; Æ

n

g, �
i

�fin Y and ��fin X , we get
W

� ` �

1

; : : : ;�

n

and
� 

W

� by iterated application of (L_) and (R_), respectively. The element
W

� clearly lies inX[℄ and because of �
1

[� � �[�

n

� Y the pair
�

X[℄; Y

�

is `-inconsistent.

“(5)) (7)”: The contraposition of this implication is obvious.

“(7) ) (1)”: Let � = f

1

; : : : ; 

n

g � X and ��fin Y be sets such that
� ` �. By interpolation in the form of (L-Int0) we get sequents 

i

 

0

i

and
�

0

= f

0

1

; : : : ; 

0

n

g ` �. We construct



1

 

0

1

...


n

 

0

n

(R^)�

� 

^

�

0

and
�

0

` �

(L^)�^

�

0

` �

which shows
V

�

0

2 X[℄ \ [`℄Y , thus contradicting (7).

We have shown the equivalence of the conditions (1), (3), (5) and (7).
We proceed by proving (9) equivalent. To this end we assume that the fil-
ter X[℄ does not meet the ideal [`℄Y . From Lemma 3.1.4 we know that a
directed supremum of filters is simply the union and hence if such filters
have an empty intersection with any given ideal then so does their supre-
mum. Thus we can apply Zorn’s Lemma and get a maximal filter F � X[℄

such that F \ [`℄Y = ;. By Lemma 3.1.7 this F is a prime filter and since (7)
is equivalent to (1) we also have that (F; Y ) is `-consistent.

Conversely, if (F; Y ) is `-consistent for a prime filter F � X[℄ then
clearly

�

X[℄; Y

�

is also `-consistent.

By duality (1), (2), (4), (6) and (8), and hence all conditions of the propo-
sition are equivalent.
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This proposition is quite central to the rest of the development of the
theory. The equivalent conditions (8) and (9) in particular have many ap-
plications. For one thing, they show that there is a wealth of prime ideals
and prime filters. They also correspond to completeness, as mentioned
above. This will be made more precise in Section 3.1.3 where we discuss
in which sense a prime filter can be considered to be a model. In topologi-
cal terms this equivalence can also be understood as the Hofmann-Mislove
Theorem in disguise.

Remark. Consistency provides the following bridge between filt and idl:
A morphism ` : L ! M induces a function (�)[`℄ : filt(L)! filt(M) because
of Lemma 3.1.3. As we will see in Lemma 3.1.23 this can be used to turn
filt into a functor, but at the moment we are not interested in composition.
Analogously, we get a function [`℄(�) : idl(M)! idl(L) which makes idl a
contravariant functor.

As consistency is a relation, let us, for the moment, regard them both as
covariant functors to Rel, the category of sets and relations. Now, consider
the diagram

filt(L)
(�)[`℄

- filt(M)

idl(L)



L

+

?

�

[`℄(�)

idl(M)

+

?



M

where ‘normal’ arrows indicate functional relations and the crossed arrows


L

and 
M

the relations induced by 
L

- and 
M

-consistency. In these terms
we see that the equivalence “(4) () (5)” says, in effect, that consistency
acts as a natural transformation between filt and idl.

3.1.2 Algebraisation of the Logic

Before we go on to the topological semantics of continuous sequent calculi
and compatible consequence relations we approach the issue from a differ-
ent angle. We want to find the analogue of a Lindenbaum algebra for our
logic. To this end we state the basic definitions of the paper [JS96].

Definition 3.1.10. A strong proximity lattice (A;_;^;?;>) is a distributive
lattice together with a binary transitive relation� satisfying� Æ � = �; the
algebraic structure given by the lattice and the approximation structure are
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connected by the following four axioms:

(_ ��) (8a 2 A; M �fin A)M � a ()

_

M � a

(�� ^) (8a 2 A; M �fin A) a �M () a �

^

M

(�� _) (8a; x; y) a � x _ y =) (9x

0

; y

0

) x

0

� x; y

0

� y and a � x

0

_ y

0

(^ ��) (8a; x; y) x ^ y � a =) (9x

0

; y

0

) x � x

0

; y � y

0 and x

0

^ y

0

� a

We use a �M to mean a � m, for all m 2M , and analogously for M � a.

Mappings between proximity lattices are certain relations.

Definition 3.1.11. A relation G � A�B between strong proximity lattices
A and B is called approximable if it satisfies the following conditions:

(G��) G Æ �

B

= G

(��G) �

A

ÆG = G

(_ �G) (8M �finA; b 2 B)M (G) b ()

_

M (G) b

(G�^) (8a 2 A; M �finB) a (G)M () a (G)

^

M

(G�_) (8a 2 A; M �finB) a (G)

_

M =)

(9N �finA) a �A

_

N and (8n 2 N)(9m 2M) n (G) m

If a relation satisfies all conditions but (G�_) we call it a weak approximable
relation.

Note that strong proximity lattices and weak approximable relations
are self-dual notions. This means that as in Chapter 2 we usually get away
with proving only half of our assertions.

Sometimes it is useful to have an alternative formulation of (G�_). But
first we prove a technical lemma that we use several times in the following;
it appears as Lemma 7 in [JS96].

Lemma 3.1.12. If G is a weak approximable relation, then:

1. x (G) y =) x (G) y _ y

0,

2. x (G) y; x

0

(G) y

0

=) x _ x

0

(G) y _ y

0.

Proof. In every lattice the equation y = y ^ (y _ y

0

) holds. Hence, the axiom
(G� ^) implies (1).

To prove (2) suppose x (G) y and x0 (G) y0. From (1) we get x (G) y _ y

0

and y (G) y _ y0 which implies x _ y (G) y _ y0 because of (_ �G).



100 CHAPTER 3. SEMANTICS

Lemma 3.1.13. For a weak approximable relation G from A to B the condition
(G� _) is equivalent to the conjunction of the two implications

a (G) ? =) a �

A

? and

a (G) x _ y =) (9x

0

; y

0

)

�

x

0

(G) x; y

0

(G) y and a �

A

x

0

_ y

0

�

:

Proof. Let us begin by observing that the first implication is an instance of
(G� _) where M = ;.

Now suppose (G � _) holds and we are given a (G) x _ y. We find a
set N as in the condition (G � _) and define N

x

:=

�

n 2 N j n (G) x

	

and
N

y

:=

�

n 2 N j n (G) y

	

. We clearly have N = N

x

[N

y

and thus can infer

a �

_

N =

_

(N

x

[N

y

) =

�

_

N

x

�

_ (

_

N

y

�

:

Using (_ �G) we also get
W

N

x

(G) x and
W

N

y

(G) y.
We show the converse by induction on jM j. The caseM = ; has already

been taken care of, and if M is a singleton then (��G) allows us to return
a singleton as N .

For the induction step assume we have a (G)

W

M and M can be writ-
ten as M = M

1

[M

2

where M
1

and M

2

are proper subsets. Because of
a (G)

W

M = (

W

M

1

) _ (

W

M

2

) we find elements m
1

and m

2

such that
a � m

1

_m

2

, m
1

(G)

W

M

1

and m
2

(G)

W

M

2

.
The induction hypothesis yields setsN

1

and N
2

according to (G�_); in
particular we have m

1

�

W

N

1

and m

2

�

W

N

2

. By the previous lemma
this implies m

1

_m

2

� (

W

N

1

) _ (

W

N

2

) =

W

(N

1

[N

2

) and because of
a � m

1

_m

2

also a �
W

(N

1

[N

2

). The only thing remaining to be checked
is that for all n 2 N

1

[N

2

there is an m 2M =M

1

[M

2

such that n (G) m.
But this is clear since the analogue condition relating N

1

and M
1

as well as
N

2

and M
2

are satisfied by construction.

An immediate corollary of the lemma is that � is an approximable re-
lation itself. Hence, strong proximity lattices together with approximable
relations as well as with weak approximable relations form categories SPL
and SPLw, respectively. Composition is given by relational product Æ, and
the orders of approximation � act as identities.

Now, we want to compare this with continuous sequent calculi and con-
sequence relations. For a weak approximable relation G we set

� `

G

� :()

^

� (G)

_

�

which, as we will see in a moment, defines a compatible consequence rela-
tion.

Lemma 3.1.14. For weak approximable relations G and H and the order of ap-
proximation � on a strong proximity lattice the following hold:
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1. `
G

is a consequence relation;

2. `
GÆH

= `

G

Æ `

H

; and

3. `
�

has interpolants.

Proof. The only rules for consequence relations that do not follow immedi-
ately from the respective axioms for approximable relations are (L_), (R^)
and (W). Let us consider (L_): As strong proximity lattices are in par-
ticular distributive we have (� ^

V

�) _ (� ^

V

�) = (� _  ) ^

V

� which
together with (_ � G) shows both directions of (L_). Weakening follows
from Lemma 3.1.12 and its dual.

Using the cut rule (Cut) the second claim of the proposition is trivial.
To see that `

�

has interpolants take a ‘sequent’
V

� �

W

� _ �. From
(� � _) we get �0 and Æ

0 such that �0 � �, Æ0 �
W

� and
V

� � Æ

0

_ �

0.
Interpolating again we find a �00 with �0 � �

00

� �, and then Lemma 3.1.12
shows

V

� � Æ

0

_ �

0

�

W

� _ �

00.

Corollary 3.1.15. The translation `
(�)

defines a functor from SPLw to MLS.

Proof. By the previous lemma `
�

has interpolants, is closed under (Cut)

and hence is a continuous sequent calculus. The compatibility of conse-
quence relations `

G

that arise from weak approximable relations is again a
consequence of `

(�)

preserving composition.

Conversely, we may wonder whether we can turn continuous sequent
calculi into strong proximity lattices and compatible consequence relations
into weak approximable relations. We begin by turning a continuous se-
quent calculus into one where the underlying algebra is a distributive lat-
tice. To this end we factor a given (2; 2; 0; 0)-algebra L by the equations
of such a lattice, and it turns out that  is invariant with respect to these
equations. To make this precise, let� denote the least congruence such that
L=� is a distributive lattice and write [�℄:=f j � �  g for its congruence
classes. We now claim that if 

1

� 

0

1

; : : : ; 

n

� 

0

n

and Æ
1

� Æ

0

1

; : : : ; Æ

m

� Æ

0

m

then



1

; : : : ; 

n

 Æ

1

; : : : ; Æ

m

===================



0

1

; : : : ; 

0

n

 Æ

0

1

; : : : ; Æ

0

m

:

This is proved as follows. We take the rules that say that � is a con-
gruence, i.e. symmetry, transitivity etc. (see for example [MT92, Defini-
tion 5.2.7]), plus the ones for distributive lattices and then show by induc-
tion over the derivation of � � �

0 that

�;�  �

=======

�

0

;�  �

and
�  �; �

========

�  �; �

0

:
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These verifications are a bit tedious but all straight-forward. Hence we
restrict ourselves to the example of the distributive law to give the flavour:

� ^ ( _ �);�  �

============== (L^)
�;  _ �;�  �

=================================== (L_)
�;  ;�  �

========== (L^)
� ^  ;�  �

�; �;�  �

========== (L^)
� ^ �;�  �

=================================== (L_)
(� ^  ) _ (� ^ �);�  �

Note, that for this to work it is essential that the logical rules can be used in
both directions. It is worth pointing out that it is not distributivity in par-
ticular but already the lattice laws where the backwards rules are needed.

These considerations allow us to define a relation 
�

on the quotient
algebra L=� unambiguously by setting:

[�

1

℄; : : : ; [�

n

℄ 

�

[ 

1

℄; : : : ; [ 

m

℄ :() �

1

; : : : ; �

n

  

1

; : : : ;  

m

:

The axioms for a continuous sequent calculus are readily checked as they
are directly inherited from . This argument is very similar to the one in
Lemma 2.2.4.

We now have most of the information needed to support the following:

Theorem 3.1.16. The categories MLS and SPLw are equivalent.

Proof. From Lemma 3.1.14 we already know that there is a functor from
SPLw to MLS. For singletons we note that � (G)  is equivalent to � `

G

 

which already implies that the functor is faithful.
This observation also tells us how to prove fullness. Given an arbitrary

compatible consequence relation ` between objects that are in the image of
the functor we define

a G

`

b () a ` b:

The relation G
`

satisfies (G � �) and (� � G) because of ` = ` Æ 

�

0 and


�

Æ ` = `. Similarly, (_ � G) and (G � ^) are direct consequences of
(L_) and (R^). Hence, G

`

is a weak approximable relation and we have
� `

G

`

� ()

V

� G

`

W

� ()

V

� `

W

� () � ` �.
To show that we have an equivalence of categories we have to prove

that every isomorphism class of objects of MLS is hit by this functor. Here
we use the considerations preceding this proposition: Given a continuous
sequent calculus L we look at L=� with 

�

as given there. To make sure
that this object is in the image it suffices that 

�

restricted to singletons is
a �-relation: The conditions (_ � �), (� � ^) and � Æ � = � follow im-
mediately from (L_), (L?), (R^), (R>) and 

�

= 

�

Æ 

�

. For (� � _)
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consider �   _ �. We apply backwards (R_) and get �   ; �. Interpo-
lation now yields  0; �0 such that  0   , �0  � and �   0; �0 which gives
us �   0 _ �0 by (R_). The remaining condition follows from duality.

We also have to prove thatL andL=� are isomorphic inMLS, a situation
that is reminiscent of Proposition 2.2.5. We define maps betweenL andL=�
by

� ` [Æ

1

℄; : : : ; [Æ

n

℄ :() �  Æ

1

; : : : ; Æ

n

[Æ

1

℄; : : : ; [Æ

n

℄ `

0

� :() Æ

1

; : : : ; Æ

n

 �:

Clearly, ` and `

0 are well-defined compatible consequence relations, and
we have ` Æ `0 =  and `

0

Æ ` = 

�

since the original relation  satisfies
 Æ  = .

The proof also shows that MLS is equivalent to its full subcategory
whose objects are distributive lattices.

In the light of this proposition we can say that compatible consequence
relations are the appropriate extension of approximable relations from in-
dividual elements to finite sets. More importantly, the cut rule (Cut�) is the
corresponding purely structural generalisation of the relational product.

Filters

The close connection between continuous sequent calculi and strong prox-
imity lattices, in particular the translation giving rise to the previous the-
orem, can be extended to filters: If F is a filter in a continuous sequent
calculus L we write [F ℄:=

�

[�℄

�

�

� 2 F

	

for its image under the quotient
map to the distributive lattice L=�. The next proposition says, among other
things, that [F ℄ is a filter in the sense of [JS96]. There a filter is defined to be
a subset X such that X = "X and M �fin X =)

V

M 2 X , where " refers
to the order of approximation � which in our case is merely 

�

restricted
to singletons.

Proposition 3.1.17. For F 2 filt(L) the following hold:

1. F is closed under �, i.e. it is a (disjoint) union of �-equivalence classes;

2. [F ℄ is a filter in the strong proximity lattice L=�; and

3. the map [�℄ is an order isomorphism between filt(L) and the strong proximity
lattice filters in L=�.

Proof. If  � � 2 F we know from roundness of filters (Proposition 3.1.1)
that there is a � 2 F such that �  �. From the discussion preceding
Theorem 3.1.16 we know that this implies �   and hence  2 F .

As a consequence of this and Proposition 3.1.1 we get that [F ℄ is a strong
proximity lattice filter.
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Given such a filter F in L=�we set F
F

:=[�℄

�1

�

F

�

=

�

�

�

�

[�℄ 2 F

	

. Again
by Proposition 3.1.1 it is clear that this defines an element of filt(L). This
map as well as [�℄ are clearly monotone with respect to subset inclusion, so
it remains to show that they are mutually inverse. On the one hand we
have [�℄ 2 [F

F

℄ () � 2 F

F

() [�℄ 2 F and on the other � 2 F
[F ℄

()

[�℄ 2 [F ℄ () � 2 F , where the last equivalence is true because of (1).

As [�℄ is an order isomorphism it takes prime filters to the ^-prime filters
in the corresponding strong proximity lattice. In the distributive latticeL=�
‘ordinary’ filters and those of strong proximity lattices coincide because
of the previous proposition. Hence, Proposition 3.1.6 tells us that these
^-primes are exactly the prime filters as defined in [JS96].

We could thus use this observation to transfer the topological results
from that paper to continuous sequent calculi. However, in the interest of
keeping this thesis reasonably self-contained we prove the relevant results
directly in the next section. Actually, this does not take much longer than
quoting the results from [JS96] by translating them via Proposition 3.1.17:
We want to give explicit constructions in terms of continuous sequent cal-
culi anyway, and moreover we are studying a larger class of morphisms.

3.1.3 Topological Semantics

We now embark on a first investigation of the structure of the posets filt(L)

and idl(L). From Lemma 3.1.4 we already know that they are dcpo’s and
^-semilattices.

Lemma 3.1.18. The assignments X 7! X[

L

℄ and X 7! [

L

℄X are Scott-
continuous retractions on the power set of the continuous sequent calculus L.

Proof. Both assignments are obviously monotone. Scott-continuity follows
immediately from the fact that sequents are relations between finite sets,
and idempotence is a consequence of the Lemma 3.1.3.

This shows that much more structure is inherited from P(L):

Corollary 3.1.19. The posets filt(L) and idl(L) are continuous lattices.

Proof. The previous lemma shows that filt(L) and idl(L) are continuous re-
tracts [AJ94, Proposition 3.1.7.1] of the algebraic lattice (P(L);�). Hence
they are continuous lattices [AJ94, Proposition 3.1.2, Theorem 3.1.4].

As the next step we give an internal characterisation of the order of ap-
proximation in these lattices. Any filter F in a continuous sequent calculus
is round and hence can be written as

F =

[

�

�[℄

�

�

� 2 F

	

:
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We now claim that this union is directed: Given �;  2 F we have �^ 2 F
by Proposition 3.1.1 and the containment (� ^  )[℄ � �[℄;  [℄ follows
readily from (W) and (L^). This allows us to characterise � for filters and
ideals:

Lemma 3.1.20. In the continuous lattice filt(L) we have F � G if and only if
there is a � 2 G such that F � �[℄.

Proof. We know from Lemma 3.1.4 that directed suprema are simply given
by unions. Hence, the condition is clearly sufficient for F � G. That it is
also necessary follows from our discussion preceding this lemma.

The lemma gives us an alternative proof for Corollary 3.1.19 that does
not rely on facts about retractions: The discussion preceding the lemma
shows that every filter is the directed union of filters way below it. Hence,
filt(L) is continuous. To see that it is a complete lattice note that ;[℄ is
clearly the smallest filter ofL. As we know that filt(L) has directed suprema
we only have to construct binary suprema. We can read off the construction
from Lemma 3.1.18, but let us state it explicitly for future reference:

Lemma 3.1.21. The supremum of two filters F and G is given by (F [G)[℄.

Proof. We already know that (�)[℄ is monotone. As F and G are filters we
have F [℄ = F and G[℄ = G which implies that (F [G)[℄ contains F and
G. Also because of monotonicity it is the least such filter.

These two lemmata enable us to infer even more about the structure of
the lattices of filters and ideals:

Proposition 3.1.22. For a continuous sequent calculus L the lattices filt(L) and
idl(L) are arithmetic.

Proof. We begin by proving that filt(L) is distributive. For this it suffices
to verify F ^ (G _ H) � (F ^ G) _ (F ^ H) for filters F , G and H ; the
other containment is true in any lattice. We can write the left hand side as
F \ (G [H)[℄ because of the previous lemma. So let us suppose we have
�

1

; : : : ; �

n

2 G [H and �

1

; : : : ; �

n

  for a  2 F . As F is a filter we can
find a � 2 F such that �   using roundness of F . Applying (L_) multiple
times yields �

1

_ �; : : : ; �

n

_ �   and by Proposition 3.1.1 we know that
all the formulae �

i

_ � come either from (F \ G) or (F \ H). This means
that we have shown  2

�

(F \G) [ (F \H)

�

[℄ = (F ^G) _ (F ^H).
Suppose F , G and H are filters and F � G;H . By Lemma 3.1.20 this

means that we can find � 2 G; 2 H such that F � �[℄;  [℄. The infi-
mum of G and H is given by the intersection because of Lemma 3.1.4, and
by Proposition 3.1.1 we have �_ 2 G \H . Finally, Lemma 3.1.5.(2) allows
us to conclude

F � �[℄ \  [℄ = (� _  )[℄
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which shows F � G \H by the previous lemma.

The fact that the top elementL is compact is an immediate consequence
of L = ?[℄.

We know from Proposition 1.3.25 that arithmetic lattices are the Stone
duals of stably compact spaces. Hence, the previous proposition is a first
glimpse at the topological meaning of a continuous sequent calculus. At the
moment we can describe the space as pt

�

idl(L)
�

, but we will find a much
more economical description of the space. Before we continue in this vein
we study how we can turn idl and filt into functors since we are also inter-
ested in the meaning of compatible consequence relations.

Morphisms

Lemma 3.1.23. Let L and M be continuous sequent calculi and ` : L ! M a
consequence relation. Then (�)[`℄ is a Scott-continuous ^-semilattice homomor-
phism from filt(L) to filt(M).

Moreover, this assignment is functorial, i.e. (�)[` Æ `0℄ = (�)[`

0

℄ Æ (�)[`℄.

Proof. We know from Lemma 3.1.3 that (�)[`℄ takes filters to filters and the
map is clearly monotone. By Lemma 3.1.4 the supremum of a directed set
of filters is just the union, and as ` relates finite sets the function (�)[`℄ is
Scott-continuous.

We have L[`℄ = M since ? 2 L and ` satisfies the rules (L?) and (W).
For binary meets it is clear that (F \ G)[`℄ � F [`℄ \G[`℄ by monotonicity.
For the other direction take a � 2 F [`℄\G[`℄, i.e. there are  2 F and � 2 G
such that  ` � and � ` �. From this we get

 ` � � ` �

(L_)
� _ � ` �

and because of Proposition 3.1.1 we know that  _ � 2 F \G. This shows
� 2 (F \G)[`℄.

Finally, we have to show filt(` Æ `0) = filt(`0)Æfilt(`)—note that relational
composition is from left to right whereas concatenation of functions from
right to left. We know that for any filter F the sets F [`℄,

�

F [`℄

�

[`

0

℄ and
F [` Æ `

0

℄ are filters. Because of Corollary 3.1.2 and the original formulation
of the cut rule (Cut) we can thus restrict our considerations to singletons:

� 2

�

F [`℄

�

[`

0

℄ () (9 ; �)  2 F and  ` � and � `

0

�

() (9 )  2 F and  (` Æ `

0

) �

() � 2 F [` Æ `

0

℄
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We introduce the auxiliary categoryASL (arithmetic semilattices) whose
objects are arithmetic lattices and whose morphisms are Scott-continuous
semilattice morphisms. The category of arithmetic lattices is a non-full sub-
category as not every continuous semilattice morphism is a frame mor-
phism; we will come back to the exact connection later. ASL is a full subcat-
egory of the category of complete semilattices that we have already seen in
the remark following Corollary 1.3.12.

The previous lemma almost shows that filt can be considered as a func-
tor from MLS to ASL. The only thing that we have not shown, yet, is that it
preserves identities. Fortunately, this is trivial as (�)[℄ is by definition the
identity of filters. Using some of the information we have gained so far, in
particular Proposition 3.1.9, we can actually prove a much stronger result:

Theorem 3.1.24. The functor filt : MLS! ASL is full and faithful. Dually, idl is
a contravariant, full and faithful filter from MLS to ASL.

Proof. Assume ` and `0 are two compatible consequence relations from L

to M such that F [`℄ = F [`

0

℄ for all filters F � L. We start by observing
that, because of weakening, for two finite sets �;� the condition � ` � is
equivalent to (�;�) being `-inconsistent. Hence, using Proposition 3.1.9,
we can conclude

� ` � () (�;�) is `-inconsistent ()
�

�[

L

℄;�

�

is `-inconsistent

()

�

�[

L

℄[`℄;�

�

is 
M

-inconsistent:

Now �[

L

℄[`℄ is equal to �[

L

℄[`

0

℄ by assumption and turning the above
argument upside down we see that � ` � is equivalent to � `

0

�. Hence
the functor filt is faithful.

To show that it is also full take any Scott-continuous semilattice homo-
morphism f : filt(L) ! filt(M). We have to find a consequence relation `

f

such that filt(`
f

) = f . Looking at the chain of equivalences of the previous
paragraph we see that we are more or less forced to define

� `

f

� :()

�

f(�[

L

℄);�

�



M

-inconsistent:

To show that this is a compatible consequence relation we have to check
the conditions of Corollary 2.1.13.

Weakening is obvious and so are the rules (L?), (R>) concerning the
constants. To check (L_) assume �;� `

f

� and  ;� `

f

�. Because of
Proposition 3.1.9 we can find formulae � 2 f

�

(�;�)[

L

℄

�

\ [

M

℄� and
� 2 f

�

( ;�)[

L

℄

�

\ [

M

℄�. By Proposition 3.1.1 the element � _ � lies in
[

M

℄� as well as in

f

�

(�;�)[

L

℄

�

\ f

�

( ;�)[

L

℄

�

= f

�

(�;�)[

L

℄ \ ( ;�)[

L

℄

�

= f

�

(� _  ;�)[

L

℄

�
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where the last equality follows from Lemma 3.1.5.(2). Thus, we have shown
� _  ;� `

f

�.
For (L-Int0) suppose �;� `

f

� which again means that we can find an
element � 2 f

�

(�;�)[

L

℄

�

\ [

M

℄�. By Lemma 3.1.5.(5) we get

(�;�)[

L

℄ =

[

"

 2�[

L

℄

( ;�)[

L

℄

and as f is continuous there is a  such that � 
L

 and � 2 f

�

( ;�)[

L

℄

�

which shows  ;� `
f

�.

The admissibility of (L-Cut) is a consequence Lemma 3.1.5.(3). The right
rules (R^), (R-Int0) and (R-Cut) are proved using the same techniques; they
follow from (R^), (R-Int) and (Cut0) for 

M

, respectively.

It remains to verify that filt(`
f

) = f . For a filter F � L we calculate

F [`

f

℄ =

�

� j (9��fin F ) � `f �
	

=

�

�

�

�

(9��fin F )
�

f(�[℄); �

�



M

-inconsistent
	

=

�

�

�

�

(9��fin F ) f
�

�[℄

�

\ [

M

℄� 6= ;

	

=

�

�

�

�

(9��fin F ) � 2 f
�

�[℄

�	

=

[

"

��fin F
f

�

�[℄

�

= f

�

[

"

��fin F
�[℄

�

= f(F )

using Proposition 3.1.9 to get from the second line to the third and the fact
that f

�

�[℄

�

is a filter to get to the next.

The theorem implies that the image of filt is equivalent to MLS, and as
we shall later see the image is itself equivalent to all of ASL. Whereas the
category MLS is clearly self-dual, this property is not obvious for ASL. It
was originally discovered by Jimmie Lawson, [Law79].

Compact Saturated Sets

We return to the topological spaces that arise from a continuous sequent
calculus L. We know that both idl(L) and filt(L) are arithmetic lattices and
hence correspond to stably compact spaces. If we consider the category
ASL, we see that some of the morphisms there are actually frame mor-
phisms and thus can be thought of as continuous functions via Stone dual-
ity. This means that we should think of ASL as a category of frames rather
than locales. Because of this it is more natural to take the contravariant
functor idl to define the open sets of the space corresponding to a continu-
ous sequent calculus.
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If we make this choice, what is the meaning of filt(L)? In the light of
Corollary 1.3.12 and the surrounding discussion it is not far fetched to sur-
mise that it is the co-compact topology, or equivalently, the compact satu-
rated sets of the topology given by idl(L).

Coming back to Theorem 1.2.12 we see that a compact saturated set is
essentially the same thing as a Scott-open filter in the topology. Given a
filter F we consider

F:=

�

I 2 idl(L)
�

�

I \ F 6= ;

	

:

It is clear from the definition that F is a Scott-open subset of idl(L) as di-
rected suprema are simply directed unions. To see that it is filtered sup-
pose I; J 2 F which is witnessed by � 2 F \ I and  2 F \ J . Because of
Proposition 3.1.1 we get � ^  2 F \ I \ J which shows that I \ J 2 F.

Now, let us assume that we are given a Scott-open filter F � idl(L). We
define

F :=

�

�

�

�

[℄� 2 F

	

and verify that F is a filter by checking the conditions of Proposition 3.1.1:
We trivially have> 2 F as filters must not be empty and this in turn implies
L = [℄> 2 F. For [℄�; [℄ 2 F we get [℄(� ^  ) = [℄� \ [℄ by the
dual of Lemma 3.1.5.(2), and this intersection lies in the filter F. Given
[℄� 2 F and �   we get [℄� � [℄ and hence [℄ 2 F. Finally, take
[℄� 2 F. From the dual of Lemma 3.1.5.(5) we know that we can write it
as [℄� =

W

"

�

[℄ 

�

�

  �

	

which implies the existence of a   � such
that  2 F since we assumed that F is Scott-open.

Proposition 3.1.25. For a continuous sequent calculus L the Scott-open filters of
idl(L) are order-isomorphic to filt(L).

Proof. The two translations that we have just discussed are clearly mono-
tone. So, all that we have to show is that they are mutually inverse: Con-
sider

F 7!

�

I 2 idl(L)
�

�

I \ F 6= ;

	

7!

�

�

�

�

[℄� \ F 6= ;

	

:

Because of the roundness of filters the result is simply F .
Now let F be a Scott-open filter. We construct

F 7!

�

�

�

�

[℄� 2 F

	

7!

�

I

�

�

(9� 2 I) [℄� 2 F

	

and claim that the result is F. Suppose we have [℄� 2 F for a � 2 I , then
[℄� � I and hence I 2 F. For the other containment assume I 2 F. By
the argument preceding Lemma 3.1.20 we can write I as a directed union
of ideals [℄� for � 2 I . As F is Scott-open this implies that there is a � 2 I
such that [℄� 2 F.
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The Spectrum

We can use this result to get an alternative descriptions of the ‘points’ of
idl(L), i.e. the completely prime filters. Every supremum can we written as
a directed supremum of finite suprema. So, a Scott-open filter is completely
prime if and only if it is inaccessible by finite suprema.

Theorem 3.1.26. Let L be a continuous sequent calculus. The order-isomorphism
of Proposition 3.1.25 restricts and co-restricts to prime filters in L and completely
prime filters in idl(L).

Proof. The prime filters of L are precisely the \-prime elements in filt(L).
We already have an order-isomorphism between filt(L) and the Scott-open
filters of idl(L). Hence, all that we have to show is that such a filter is
completely prime if and only if it is prime with respect to finite intersections
of Scott-open filters.

By Lemma 1.2.15 a completely prime filter is even prime with respect
to arbitrary intersections of upper sets.

Suppose conversely that P  idl(L) is a Scott-open filter that is \-prime.
Our considerations preceding this propositions show that we only have to
check that P is inaccessible by binary suprema. So let us assume I _ J 2 P.
As idl(L) is a continuous lattice we can write this as a directed supremum
of elements I 0 _ J 0 where I 0 � I and J

0

� J . Now, P is Scott-open which
implies that there are such ideals I 0 and J 0 that satisfy I 0 _ J 0 2 P. We have

�

�

I

0

\

�

�

J

0

=

�

�

(I

0

_ J

0

) � P. Since idl(L) is arithmetic the Scott-open sets

�

�

I

0 and
�

�

J

0 are also filters and we can infer that either of them must be
contained in P. This shows that either I or J is an element of P and hence
that P is completely prime.

The following lemma is a consequence of the equivalent formulations
of consistency given in Section 3.1.1. It can be seen as a reformulation of
the Hofmann-Mislove Theorem, in the form of the key Lemma 1.2.11, and
has many applications.

Lemma 3.1.27. If I is an ideal which does not meet a filter F in a continuous
sequent calculus, then there is a prime filter P � F such that P \ I = ;. Conse-
quently, every filter is the intersection of the prime filters that contain it.

Proof. The first statement is an immediate consequence of Proposition 3.1.9
as F \ I = ; is equivalent to (F; I) being -consistent.

For the second claim take an arbitrary � =2 F . This implies [℄� \ F = ;

because of F = F [℄. Hence there is a prime filter P � F such that
[℄� \ P = ;. As P = P [℄ it cannot contain �, and thus F =

T

F�P

P .

By Proposition 3.1.25 a filter F � L corresponds to the Scott-open filter
�

J 2 idl(L)
�

�

J \ F 6= ;

	

in idl(L). Hence, the lemma says, in effect, that
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if an ideal I does not lie in this Scott-open filter then there is a prime filter
P � F such that I is not an element of the Scott-open filter corresponding to
P , either. This is exactly the statement of Lemma 1.2.11, the key ingredient
for the proof of the Hofmann-Mislove theorem.

We define the spectrum of a continuous sequent calculus L to be

spec(L) :=

�

P 2 filt(L)
�

�

P prime
	

:

Theorem 3.1.26 tells that this is essentially the topological space pt
�

idl(L)
�

.
To complete the description of these spaces in terms of prime filters of Lwe
also have to translate the topology: In pt

�

idl(L)
�

an open set is given by an
ideal I 2 idl(L) and contains the ‘points’

�

P 2 pt(idl(L))
�

�

I 2 P

	

. We apply
the translations given before Proposition 3.1.25 and get:

Corollary 3.1.28. An ideal I 2 idl(L) corresponds to the open set of ‘points’

O

I

:=

�

P 2 spec(L)
�

�

P \ I 6= ;

	

:

Proof. A prime filter P corresponds to P:=
�

J 2 idl(L)
�

�

J \P 6= ;

	

. We can
read off immediately that I 2 P is equivalent to I \ P 6= ;. This shows that
O

I

corresponds to
�

P 2 pt(idl(L))
�

�

I 2 P

	

.

We can also describe compact saturated sets in this way. A filter F cor-
responds to the Scott-open filter

�

I 2 idl(L)
�

�

I \F 6= ;

	

. By the Hofmann-
Mislove Theorem (1.2.12) this in turn corresponds to

n

P 2 pt
�

idl(L)
�

�

�

�

�

I 2 idl(L)
�

�

I \ F 6= ;

	

� P

o

=

n

P 2 pt
�

idl(L)
�

�

�

�

�

8I 2 idl(L)
�

F \ I 6= ; =) I 2 P

o

:

Corollary 3.1.29. A filter F 2 filt(L) describes the following compact saturated
set of ‘points’:

K

F

:=

�

P 2 spec(L)
�

�

P � F

	

Proof. As in the previous proof we consider a prime filter P and its transla-
tion P. If we have F � P and F \ I 6= ;, then we get P \ I 6= ; and hence
I 2 P.

For the other containment supposeF * P . Then we can find a � 2 F nP
and by roundness another  2 F such that   �. This shows that the ideal
[℄�meets F , but by construction it does not meet P . We conclude [℄� =2 P

which implies that P is not a member of the set of completely prime filters
corresponding to F .
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In Section 1.3 we saw that for a stably compact space X the co-compact
topology X

�

is also stably compact, and that the topology for the latter is
given by the complements of compact saturated sets from X . We can now
express this in terms of the underlying continuous sequent calculus:

As we observed several times in Chapter 2 the setup of our logical sys-
tem is symmetric: We can go from a continuous sequent calculus L to the
dual structure Lop by turning around the , and interchanging ^ and _

as well as > and ?. Furthermore, this process turns filters into ideals and
vice versa. In addition Proposition 3.1.8 tells us that Lop has essentially the
same ‘points’ as L. The connection to the topological dualisation of taking
the co-compact topology is given by the following:

Theorem 3.1.30. Let L be a continuous sequent calculus. Then we have

�

spec(L)
�

�

�

=

spec(Lop
)

and this homeomorphism is the function given by the pseudo-complementation of
Proposition 3.1.8.

Proof. Because of idl(Lop
) = filt(L) the first statement is an immediate con-

sequence of Proposition 3.1.25 and Corollary 1.3.12.

For the second statement we only have to show the following: For a
filter F pseudo-complementation translatesK

F

into the complement ofO
F

,
considering F as an ideal in Lop. Take F 2 filt(L), P 2 spec(L) and define
P

0

:=[℄(L n P ) according to Proposition 3.1.8. As this P 0 is the largest ideal
that is disjoint from P , we have F � P () F \ P

0

= ;. This shows the
claim.

Logic

A formula � gives rise to an ideal [℄� and a filter �[℄. So we can ask about
the open and the compact reading of such a formula. We use O

�

and K
�

as
abbreviations for O

[℄�

and K
�[℄

, respectively. Since filters are round we
express O

�

more economically as

O

�

=

�

P 2 spec(L)
�

�

P \ [℄� 6= ;

	

=

�

P 2 spec(L)
�

�

� 2 P

	

:

We can interpret this in the following way: As in propositional logic,
a prime filter on a continuous sequent calculus represents a model. The
spectrum spec(L), then, is the space of all models, and every formula �
of L defines a subset O

�

of models, namely, those in which � is true. The
definition of the topology on spec(L) is such that all these extents of for-
mulae are open. We will see shortly that the O

�

are in fact a basis of this
topology. In the classical setting of Boolean algebras and Stone spaces the
extents are also compact. This is not the case here. However, every formula
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has the canonical compact subset K
�

associated with it. The logic is trans-
lated into set-theoretic operations both through the open and the compact
interpretation:

Proposition 3.1.31. The following are true for a continuous sequent calculus L:

O

�^ 

= O

�

\ O

 

O

�_ 

= O

�

[ O

 

K

�^ 

= K

�

\K

 

K

�_ 

= K

�

[K

 

Proof. The two equations for O follow from Proposition 3.1.1 and 3.1.6, and
the remaining claims are then a consequence of Theorem 3.1.30.

We summarise the different concepts in a table which complements the
one given in Section 1.2.2:

Logic Spectrum Dual Spectrum
formula open and compact reading open and compact reading

prime filter/ideal point point
ideal open set compact saturated set
filter compact saturated set open set

There are many more connections between the logic and the topological
interpretation:

Proposition 3.1.32. Let L be a continuous sequent calculus and �;  2 L formu-
lae. Then the following properties hold:

1. O
�

� K

�

;

2. �   () K

�

� O

 

; and

3. for a compact saturated set K � spec(L) and an open O � spec(L)

satisfying K � O there is a formula � 2 L such that K � O

�

� K

�

� O.

Proof. Property (1) and one direction of (2) can be read off directly from
the description of O and K. If we have K

�

� O

 

, this means that all
prime filters P � �[℄ meet the ideal [℄ . By Lemma 3.1.27 this implies
�[℄ \ [℄ 6= ; and hence �   .

As in the previous argument, we can translate K � O into F \ I 6= ; for
the ideal I and the filter F corresponding to K and O, respectively. We can
pick a � 2 F \ I and get K = K

F

� O

�

� K

�

� O

I

= O; the last inclusion
follows from the roundness of I .

The proposition shows in particular that the sequent �   implies
O

�

� O

 

and K
 

� K

�

(see Lemma 1.2.17).

Remark. The condition �   is strictly stronger than the conjunc-
tion of [℄� � [℄ and  [℄ � �[℄—a counterexample is easily found
in the continuous sequent calculus constructed in Proposition 3.1.34. This
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matches up with the theory of abstract bases for domains [AJ94, Defini-
tion 2.2.20]: If (B;�) is such a basis then x � y implies #x � #y, but not
vice versa. In fact,  restricted to singletons is an abstract basis, and the
continuous sequent calculus ideals are precisely the ideals for this abstract
basis. Unlike the general case, the relation  has a concrete meaning for
individual tokens of the basis as given by the preceding proposition.

The third condition of the proposition implies that there are ‘enough’
formulae to generate the topology:

Corollary 3.1.33. For a continuous sequent calculus L the sets O
�

form a basis
for the topology on spec(L).

Proof. The third property of the previous proposition applies in particular
in the situation "x � O.

From Spaces to Continuous Sequent Calculi

There is one obvious question that we have not tackled, yet:

Which stably compact spaces arise as spectra of continuous se-
quent calculi?

As we will see, up to isomorphism, the answer is: all of them.
Given a stably compact space X we know that 
(X) and K(X) are

arithmetic lattices. Hence, it is quite natural to define a strong proximity
lattice from them first:

Proposition 3.1.34. For a stably compact space X the following defines a strong
proximity lattice:

� L

X

:=

�

hO;Ki 2 
(X)�K(X)

�

�

O � K

	

� hO;Ki _ hO

0

;K

0

i:=hO [O

0

;K [K

0

i

� hO;Ki ^ hO

0

;K

0

i:=hO \O

0

;K \K

0

i

� ?:=h;; ;i, >:=hX;Xi

� hO;Ki � hO

0

;K

0

i :() K � O

0

Proof. It is obvious that L
X

is a distributive lattice and that � Æ � � �. For
the converse conclusion assume K � O

0. As X is in particular locally com-
pact, the neighbourhood filter of K has a basis of compact saturated sets
which means that there is such a set L that satisfies K � int(L) � L � O

0.
This shows that � is interpolative, i.e. � � � Æ �.

Verifying the two axioms (_��) and (��^) is trivial since all involved
operations are set theoretic.
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For (��_) let K be a subset of O
1

[O

2

. Since X is locally compact this
implies that for every point x 2 K we can wind a compact neighbourhood
K

x

such that either K
x

� O

1

or K
x

� O

2

. The interiors of the K
x

cover
K and by compactness we find a finite sub-cover. We collect them in two
finite unions depending on which of the two open sets they are a subset
of. The two resulting compact sets and their interiors give us the required
interpolating elements.

If we replace X by X
�

we get an L
X

�

which is just the dual of L
X

. This
means that we can think of the axiom (^��) as (��_) for the co-compact
topology which implies that it also holds.

Section 3.1.1, and in particular the discussion of consistency, helps to
explain the meaning of the open and compact sets O and K making up the
tokens hO;Ki in this proposition. An open set O can be seen to represent
positive information, and a compact set K to represent the negative infor-
mation X nK . The constraint O � K avoids self-contradiction of tokens.

The results from Section 3.1.2 show that by slight abuse of notation we
can think of L

X

as a continuous sequent calculus where � is just  re-
stricted to singletons. We now have to check that L

X

actually represents
X :

Theorem 3.1.35. If X is a stably compact space, then we have spec(L
X

)

�

=

X .

Proof. We map an ideal I 2 idl(L
X

) to the set

[

�

O

�

�

(9K) hO;Ki 2 I

	

and as a union of open sets this set is clearly open. Conversely, we take an
open set O to

�

hO

0

;K

0

i 2 L

X

�

�

K

0

� O

	

:

We verify that this is an ideal using Proposition 3.1.1: The first two con-
ditions are trivial, and the argument for the third one is the same as for
� � � Æ � in the proof of the previous Proposition.

The next step is to check that these two mappings are mutually inverse.
Beginning with an open set we see that we get it back because X is locally
compact. Starting with an ideal I we get

I 7!

[

�

O

�

�

(9K) hO;Ki 2 I

	

7!

n

hO

0

;K

0

i

�

�

�

K

0

�

[

�

O

�

�

(9K) hO;Ki 2 I

	

o

:

For every element in the original filter hO;Ki 2 I we can find a token
hO

0

;K

0

i 2 I that satisfies hO;Ki � hO

0

;K

0

i, or in other words K � O

0. This
proves that hO;Ki appears in the resulting ideal.
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For the other containment take O0

� K

0

�

S

�

O

�

�

(9K) hO;Ki 2 I

	

.
Since K 0 is compact and I as an ideal is closed under finite suprema there
must be a hO;Ki 2 I such that K 0

� O. This implies hO0

;K

0

i � hO;Ki and
hence hO0

;K

0

i 2 I .
The two translations are clearly monotone which shows idl(L) �

=


(X).
From this we immediately get spec(L) �

=

pt
�

idl(L)
�

�

=

pt
�


(X)

�

�

=

X .

A token hO;Ki has an open and a compact reading. We might expect
that they are essentially O and K which is indeed the case: The token gives
rise to the ideal

[℄hO;Ki =

�

hO

0

;K

0

i 2 L

X

�

�

K

0

� O

	

;

precisely the ideal corresponding to O in the above proof.
It also gives rise to a filter hO;Ki[℄ in L

X

which corresponds to the
Scott-open filter

�

I 2 idl(L
X

)

�

�

hO;Ki 2 I

	

by roundness. Every ideal I in
it stands for a concrete open set JIK:=

S

�

O

0

�

�

(9K

0

) hO

0

;K

0

i 2 I

	

. By the
Hofmann-Mislove Theorem it suffices to show the equality of the following
two Scott-open filters:

�

O

0

2 
(X)

�

�

O

0

� K

	

!

=

�

JIK

�

�

hO;Ki 2 I

	

If O0

� K , then we have hO;Ki 2 [℄hO

0

;Xi, and as we already know
q

[℄hO

0

;Xi

y

= O

0 we get O0

2

�

JIK

�

�

hO;Ki 2 I

	

. For hO;Ki 2 I we get a
token hO0

;K

0

i 2 I satisfying K � O

0 which implies JIK � K .

As an immediate consequence of the previous theorem we get that the
functor filt : MLS! ASL reaches all objects up to isomorphism.

Corollary 3.1.36. The categories MLS and ASL are equivalent.

Proof. This follows directly from the previous theorem, Theorem 3.1.24 and
the fact that the stably compact spaces are precisely the Stone duals of the
arithmetic lattices (Proposition 1.3.25).

3.1.4 Semantics of Morphisms

Given a compatible consequence relation ` between continuous sequent
calculi L and M it is natural to consider the function

(�)[`℄ : P 7! P [`℄:

By Lemma 3.1.3 the result is a filter, whatever the P . But even if P is a
prime filter there is no reason why P [`℄ should be prime.

As an example consider the relation that comprises all sequents. This
is always a compatible consequence relation and for all P � L we get
P [`℄ =M which is never prime as it contains ?.



LOGIC AND TOPOLOGICAL SPACES 117

Morphisms as Multi-Functions

We can, however, consider (�)[`℄ as a function from spec(L) to filt(M). Fil-
ters in M correspond to compact saturated subsets of spec(M), but if we
want to give a functional interpretation of morphisms we have to turn
filt(M) into a topological space in its own right. The poset

�

filt(M);�

�

�

=

�

K(spec(M));�

�

is an arithmetic lattice. Endowed with the Scott topol-
ogy it is the so called Smyth or upper power domain, though usually the top
element ; is omitted. We can directly describe its topology from the contin-
uous sequent calculus:

Lemma 3.1.37. Let L be a continuous sequent calculus. Then the sets

^

O

�

:= fF 2 filt(L) j � 2 Fg

form a basis for the Scott topology on (filt(L);�).

Proof. By Lemma 3.1.4 directed suprema are unions and hence the sets ^

O

�

are Scott-open.
Assume that a filter F lies in a basic open set

�

�

F

0. Then we can find an
interpolating filter F 00 satisfying F 0 � F

00

� F and by Lemma 3.1.20 there

is a � 2 F such that F 00 � �[℄. This implies F 2

^

O

�

� "F

00

�

�

�

F

0.

Using the terminology of Proposition 1.2.19 we can also understand the

elements of this basis as ^

O

�

= 2O

�

.
Before we tackle the correspondence of consequence relations and func-

tions spec(L) ! filt(M) we provide some useful facts for the proof of the
following proposition:

Lemma 3.1.38. For a continuous sequent calculus L and formulae �;  2 L the
following hold:

1. �   =) K

�

� K

 

;

^

O

�

�

^

O

 

;

2. K
�^ 

� K

�

, ^O
�

�

^

O

�_ 

; and

3. ^

O

�

=

S

"

 �

^

O

 

.

Proof. The first two properties follow immediately from Proposition 3.1.31,
3.1.32 and 3.1.1. The union in (3) is directed because of (L_) and (2). Fi-
nally, we get the equality of the two expressions from the fact that filters
are round.

Proposition 3.1.39. Let L and M be continuous sequent calculi. The compatible
consequence relations from L to M are in a bijection with the continuous maps
from spec(L) to K(spec(M))

�

=

filt(M).
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Proof. Let us begin by checking that the function (�)[`℄ is continuous. To
this end we look at the preimage of a basic open set

�

(�)[`℄

�

�1

�

^

O

 

�

=

�

P 2 spec(L)
�

�

P [`℄ 2

^

O

 

	

=

�

P 2 spec(L)
�

�

 2 P [`℄

	

=

�

P 2 spec(L)
�

�

(9� 2 P ) � `  

	

(Corollary 3.1.2)

=

[

�` 

O

�

;

which is obviously open.
Next we show that the map

�

` 7! (�)[`℄

�

is injective. Suppose ` 6= `

0,
then by Theorem 3.1.24 we have a filter F � L such that F [`℄ 6= F [`

0

℄. With-
out loss of generality, we can assume that there is a  2 F [`℄ n F [`

0

℄. This
implies that F does not meet the ideal [`0℄ and because of Lemma 3.1.27
there is a prime filter P � F such that P \ [`

0

℄ = ;. Because of Corol-
lary 3.1.2 this means  =2 P [`

0

℄, but note that we do have  2 P [`℄. So,
(�)[`℄ and (�)[`

0

℄ are different maps even when we restrict the domain to
prime filters.

For surjectivity take a continuous function f : spec(L) �! filt(M). We
set

� `

f

� :() K

V

�

� f

�1

�

^

O

W

�

�

and show that it is a consequence relation. Permutation of � and �—
the implicit structural rule—follows from Proposition 3.1.17.(1), weakening
from Lemma 3.1.38.(2).

The only non-trivial logical rules are (L_) and (R^). The former follows
from Proposition 3.1.31 since we can calculate

K

(�_ )^

V

�

= K

�_ 

\K

V

�

= (K

�

[K

�

) \K

V

�

= (K

�

\K

V

�

) [ (K

 

\K

V

�

) = K

�^

V

�

[K

 ^

V

�

:

For (R^) we have to be more subtle since ^

O

�^ 

=

^

O

�

\

^

O

 

holds, as a con-

sequence of Proposition 3.1.1, but ^O
�_ 

=

^

O

�

[

^

O

 

fails as ^

O does not refer
to prime filters only. Nonetheless, if F is a filter we know from Proposi-
tion 3.1.17.(1) that � _ ( ^ �) 2 F is equivalent to (� _  ) ^ (� _ �) 2 F

because of � _ ( ^ �) � (� _  ) ^ (� _ �). This suffices to verify that

K

V

�

� f

�1

�

^

O

W

�_�

�

; f

�1

�

^

O

W

�_ 

�

if and only if KV
�

� f

�1

�

^

O

W

�_(�^ )

�

.
Having shown that `

f

is a consequence relation we now check that it
is compatible: From property (1) of the previous lemma it is clear that we
have 

L

Æ `

f

Æ 

M

� `

f

.

If, conversely, we have KV
�

� f

�1

�

^

O

W

�

�

, then we apply Proposi-
tion 3.1.32.(3) and find a formula � 2 L such that

K

V

�

� O

�

� K

�

� f

�1

�

^

O

W

�

�

:
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This implies �  � by Proposition 3.1.32.(2) and backwards (L^).

We also want to interpolate on the right. To this end we observe that by

property (3) of the previous lemma we have ^

O

W

�

=

S

"

 

W

�

^

O

 

. Taking
preimages preserves directed suprema and as K

�

is compact, one of these

 satisfies K
�

� f

�1

�

^

O

 

�

. This shows � 

L

� `

f

 

M

� and hence
`

f

= 

L

Æ `

f

Æ 

M

which is clearly compatible.

The last thing that remains to be done is to verify that `
f

is mapped to
f . For a prime filter P we calculate:

P [`

f

℄ =

�

 

�

�

(9� 2 P ) � `

f

 

	

(Corollary 3.1.2)

=

�

 

�

�

(9� 2 P ) K

�

� f

�1

[

^

O

 

℄

	

=

�

 

�

�

P 2 f

�1

[

^

O

 

℄

	

(y)

=

�

 

�

�

f(P ) 2

^

O

 

	

=

�

 

�

�

 2 f(P )

	

= f(P )

The step to (y) follows from the continuity of f and Proposition 3.1.32.(3).

We can reformulate this further: For a stably compact space X the
Smyth power domain (K(X);�) is an arithmetic lattice. Every continu-
ous lattice is an FS domain when equipped with the Scott topology. Hence,
we can apply Proposition 1.3.19 and see thatK(X) is again stably compact.
A continuous function between stably compact spaces lifts to a mapping
between the compact set lattices: The lifted function takes a compact sat-
urated set to the saturation of its image, a Scott-continuous mapping by
Lemma 1.3.16. This lifting is functorial which can be easily seen from the
localic description of Proposition 1.2.16. Consequently,K defines an endo-
functor on StCp, the category of stably compact spaces.

This functor is also part of a monad: Its ‘unit’ takes a point x to "x,
its upper closure with respect to the specialisation order. The ‘multiplica-
tion’ of the monad takes a Scott-compact family of compact saturated sets
C 2 K

�

K(X)

�

to
S

C 2 K(X) which is again compact by Lemma 1.2.20. For
the full details that this defines a monad see [Sch93, Proposition 7.21]. We
will show in a moment that the category of compatible theories is exactly
the Kleisli category of this monad.

Some aspects of the following argument are more transparent if we start
with semilattices rather than continuous sequent calculi. For this reason
we relate the previous proposition and Lemma 3.1.23. The latter tells us
that a compatible consequence relation ` : L ! M gives rise to a Scott-
continuous semilattice homomorphism from [`℄(�) : idl(M) ! idl(L). We
claim that taking preimages under this map corresponds to the function
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(�)[`℄ : spec(L) ! filt(M) via Proposition 3.1.25. A prime filter P � L cor-
responds to the completely prime filter

�

I 2 idl(L)
�

�

I \ P 6= ;

	

and its
preimage under [`℄(�) is

�

I 2 idl(M)

�

�

P \ [`℄I 6= ;

	

=

�

I 2 idl(M)

�

�

P [`℄ \ I 6= ;

	

;

where the equality follows from Proposition 3.1.9. The resulting Scott-open
filter is just the translation of P [`℄.

Theorem 3.1.40. The categories MLS, SPLw and ASL are equivalent to the Kleisli
category StCp

K

of the Smyth power monad (K; " ;

S

).

Proof. Because of Theorem 3.1.35 we already know that we reach all objects
up to isomorphism. Moreover, most of the work for the morphism has
already been done in Proposition 3.1.39. We only have to show that the
translation appearing in the proof there is functorial. Then we know that
the functor is full, faithful and hence part of an equivalence.

First, we check identities: P [℄ = P , but now this prime filter, seen as
a compact saturated set rather than a point of the spectrum, corresponds
to the saturation fQ 2 spec(L) j P � Qg. This means that the identity
 is mapped to the unit of the monad which is the identity in the Kleisli
category.

For composition we consider the composition of two semilattice homo-
morphisms � and �:

A

�

-

B

�

-

C

pt(A) pt(B) pt(C)

K

�

pt(A)
�

�. . . .
�

r

K

�

pt(B)
�

?

�

�

s

K

�

K(pt(A))
�

6

�

�

K

(

r

)

In the diagram the continuous functions r and s correspond to � and �,
respectively, and from the preceding discussion we know that they are es-
sentially given by taking preimages under � and �. The Kleisli composition
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of r and s is given by �ÆK(r)Æs, where the ‘multiplication’ � of the monad
is union.

We think of K
�

pt(B)
�

and K
�

pt(A)
�

as spaces of Scott-open filters of B
and A by Theorem 1.2.12. The space K

�

K(pt(A))
�

, however, we prefer to
consist of the compact saturated subsets of K

�

pt(A)
�

. In these terms we
can describe K(r) as follows: It takes a Scott-open Filter F � B, which
corresponds to

�

P 2 pt(B)
�

�

P � F

	

, to the saturation of
�

�

�1

[P ℄

�

�

P 2 pt(B) and P � F

	

:

Normally, the multiplication � is taking the union of compact saturated
sets. In terms of Scott-open filters this translates into intersection, as an ar-
gument very similar to the proof of Corollary 1.2.14 shows. If we compose
this with K(r) we can disregard the saturation of the compact set as this
does not add anything new to this intersection. Using Lemma 3.1.27 we
can calculate

�

�

�

K(r)

�

(F )

�

=

\

�

�

�1

[P ℄

�

�

P 2 pt(B) and P � F

	

= �

�1

[F ℄:

From this observation it follows that for all P 2 pt(C) we have

(� Æ �)

�1

[P ℄ = �

�1

�

�

�1

[P ℄

�

=

�

� ÆK(r) Æ s

�

(P )

which concludes the proof of the theorem.

Morphisms as Relations

We can alternatively describe these morphisms as certain relations between
stably compact spaces. For any set theoretic function f : X ! P(Y ) we can
define a binary relation

R

f

:=

�

hx; yi

�

�

y 2 f(x)

	

� X � Y:

Conversely, every relation R � X � Y determines a function

f

R

(x) := fy j x R yg : X ! P(Y );

and these translations are mutually inverse. Categorically speaking, the
category of sets and relations is the Kleisli category for the power set monad
on Set. We now tackle the analogue in our topological setting.

Proposition 3.1.41. Let X and Y be stably compact spaces. For a continuous
function f : X ! K(Y ) � P(Y ) the relation R

f

is closed in X � Y

�

.

Proof. Suppose x 6R
f

y which is equivalent to y =2 f(x). The set f(x) � Y

is compact saturated, and as Y is locally compact its neighbourhood filter
has a basis of compact saturated sets. So there is such a set K satisfying

y =2 K � int(K) � f(x):
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Since f is continuous and the set
�

L 2 K(Y )

�

�

L � int(K)

	

is open by
Lemma 1.2.17 there is an open neighbourhood V of x such that for all x0 2 V
we have f(x0) � int(K) � K . This implies

�

V � (Y nK)

�

\R

f

= ;. The set
V � (Y nK) is open and contains hx; yi thus showing that R is closed.

Unfortunately, the converse is slightly more involved. We will make
use of the fact that we can freely translate between a stably compact space
X , the stably compact space arising from the co-compact topology X

�

and
the compact ordered space X

�

as discussed in Section 1.3.2.

Proposition 3.1.42. Let X and Y be stably compact and R � X � Y

�

a closed
relation. Then f

R

is a continuous function from X to K(Y ).

Proof. First, we show that for all x 2 X the set f
R

(x) = fy j x R yg is
compact saturated: The specialisation order of the product topology is the
product of the two orders, i.e. point-wise. Now R is closed and hence a
lower set, and we see that f

R

(x) is a lower subset of Y
�

. By Proposition 1.1.2
this is equivalent to f

R

(x) being an upper, or equivalently saturated, subset
of Y .

The topology onX
�

�Y

�

is finer than that onX�Y
�

. Thus,R is a closed
subset of the compact Hausdorff space X

�

� Y

�

. Moreover, the subspace
f

R

(x) � Y

�

is homeomorphic to the closed set
�

fxg � Y

�

\ R � X

�

� Y

�

.
We conclude that it is compact in the patch topology and consequently also
in the coarser original topology. Putting the two observations together we
see that f

R

(x) is compact saturated.
Now assume that f

R

is not continuous. Because of Lemma 1.2.17 this
implies that there is an x 2 X and an open set V � Y such that f

R

(x) � V ,
but for all neighbourhoods U of x there is an element x0 2 U for which
f

R

(x) * V . We can reformulate this as K
U

:=

�

U � (Y n V )

�

\ R 6= ;. As
X is locally compact we can restrict ourselves to compact saturated neigh-
bourhoods U of x. The sets Y n V are patch-compact which implies that
all the sets K

U

are patch-compact, as well. They are also clearly filtered
which means that they form a filter basis of compact non-empty sets in
the compact Hausdorff space X

�

� Y

�

. This allows us to find an element
h~x; ~yi 2

T

K

U

6= ;. By construction we have ~x R ~y and x v ~xwhich implies
x R ~y becauseR as a closed set is also a lower set. But we also have ~y 2 Y nV

which contradicts f
R

(x) � V . This shows that f
R

is continuous.

The last two propositions already characterise the relations that arise
from MLS-morphisms. The only thing that remains to be done is to investi-
gate how composition behaves under this translation.

Note that for the function (�)[`℄ we can write R
`

:=R

(�)[`℄

as

P R

`

Q () P [`℄ � Q

using the correspondence of Corollary 3.1.29.
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Theorem 3.1.43. The category MLS is equivalent to the category of stably com-
pact spaces with closed relations R � X � Y

�

. The composition is given by the
ordinary relational product.

Proof. Suppose ` : L ! M and `

0

: M ! N are compatible consequence
relations. We need to show:

R

`Æ`

0

= R

`

Æ R

`

0

Suppose O � L and Q � N are two prime filters such that O[` Æ `0℄ =
O[`℄[`

0

℄ � Q, the equality being a consequence of Lemma 3.1.23. Then we
must have O[`℄ \ [`

0

℄(N nQ) = ; and using Proposition 3.1.9 we find a
prime filter P � M such that O[`℄ � P and P \ [`

0

℄(N nQ) = ;. As P is a
filter, Corollary 3.1.2 applies and thus we have P [`℄ � Q.

For the other containment assume O[`℄ � P and P [`0℄ � Q. This imme-
diately implies O[` Æ `0℄ = O[`℄[`

0

℄ � P [`

0

℄ � Q.

We now have several descriptions of essentially the same category. Syn-
tactically we introduced it asMLS and showed that it is equivalent to strong
proximity lattices SPLw, a formulation that is very close to Abramsky’s pre-
locales. From Corollary 3.1.36 we know that we can also see it as arithmetic
semilattices with Scott-continuous semilattice morphisms; this is the localic
viewpoint. Topologically we can understand it either as the Kleisli category
StCp

K

or as stably compact spaces with closed (in the appropriate sense) re-
lations, the category that we will call StCp�. Note that in this category the
identities are given by the specialisation order.

Having several different ways of seeing this category has the advantage
that for any construction we want to perform in it, we can choose the most
convenient point of view for that particular purpose.

Remark. It is instructive to consider the self-duality of this category
in its different manifestations. We already discussed the case MLS in Sec-
tion 2.1.1: It flips a consequence relation ` : L ! M around and inter-
changes the connectives _ and ? with their duals ^ and >. The same pro-
cedure takes care of strong proximity lattices.

For arithmetic semilattices the self-duality is given by exponentiation
2

(�). The elements of 2A correspond precisely to the Scott-open filters in
A and hence to the compact saturated subsets of the Stone dual by the
Hofmann-Mislove Theorem. Because of Corollary 1.3.12 this gives rise to
an involution on ASL. The key ingredients for the proof that it does in-
deed correspond to the dualisation in MLS are contained in the discussion
preceding Theorem 3.1.40.

The hardest case is that of the Kleisli category. Given f : X ! K(Y ) we
claim that the dual map f� : Y ! K(X) is given by

f

�

(y) :=

�

x 2 X

�

�

y 2 f(x)

	

:
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For this to work it suffices to verify that for a compatible consequence rela-
tion ` : L!M and P 2 spec(Mop

) we have

�

Q 2 spec(Lop
)

�

�

Q � [`℄P

	

!

=

�

Q 2 spec(Lop
)

�

�

Q

�

[`℄ � P

�

	

;

where (�)� denotes the pseudo-complementation given in Proposition 3.1.8
and Theorem 3.1.30. To this end let Q � [`℄P , � 2 Q

� and � `  . This
implies  =2 P since Q \Q

�

= ;, and because of interpolation on the right
we get  2 P �. The argument for the other containment is almost identical.

As an immediate consequence we get y 2 f�(x) () x 2 f(y) which
means that the dual of a closed relation R � X � Y

�

is simply R again.

Functions

In general, consequence relations correspond to relations between stably
compact spaces, but some of them are really functions in disguise: If X is
a stably compact space, then we can think of it and K(X) as spec(L) and
filt(L) for the same continuous sequent calculus. We see from the bases of
the respective topologies given in Corollary 3.1.33 and Lemma 3.1.37 thatX
is a subspace of K(X). Consequently, we can compose a continuous func-
tion from spec(L) to spec(M) with the embedding spec(M)

�

- filt(M).
Conversely, if a function f : spec(L) ! filt(M) can be co-restricted to the
subspace spec(M) then this is also a continuous function.

This is readily rephrased in terms of closed relations. Given a contin-
uous function f : X ! Y between stably compact spaces we can consider
the hyper-graph

�

hx; yi 2 X � Y

�

�

f(x) v y

	

:

If R � X � Y

�

is a closed relation with the property that for all x there
is a least y such that x R y we can consider the function that maps x to
y. These translations correspond directly to the ones given in the previous
paragraph using Proposition 3.1.41, 3.1.42 and Corollary 3.1.29. Hence, it is
a priori clear that the hypergraph is a closed relation, that the other transla-
tion yields a continuous function and that they are mutually inverse.

For completeness sake we also look at the situation in ASL. The dis-
cussion before Theorem 3.1.40 can be summed up as follows: A Scott-
continuous semilattice morphism � : A ! B corresponds to a continuous
function r : pt(B) ! K

�

pt(A)
�

. It is given by taking preimages if we iden-
tifyK

�

pt(A)
�

with the Scott-open filters ofA. Hence, we can certainly think
of a � as a ‘function’ if it is in fact a frame morphism.

If it is not, then there are x; y 2 A such that �(x) _ �(y) < �(x _ y). The
Scott topology on any continuous domain has a basis of Scott-open filters
(see [AJ94, Lemma 2.3.8] or the proof of Proposition 1.2.18). This implies,
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together with Lemma 1.2.11, that there is a completely prime filter P � B

such that �(x _ y) 2 P , but �(x) _ �(y) =2 P . The preimage ��1[P ℄ contains
x _ y but neither x nor y and hence is not a completely prime filter. We
have shown: A Scott-continuous semilattice homomorphism corresponds
to a ‘function’ if and only if it is a frame morphism.

The problem we are really interested in is to give a syntactic characteri-
sation of these semantic notions of being a function:

Theorem 3.1.44. A compatible consequence relation ` : L ! M corresponds to
a ‘function’ in the above sense if and only if for all � ` � there is a set ��fin L

such that � 
L

� and for all � 2 � there is a  2 � with � `  .

Proof. For a prime filter P � L we check that P [`℄ is also prime using
Proposition 3.1.6. Assume that P [`℄ contains ?. We get � 2 P such that
� ` ? and hence � `. The condition of the theorem implies �  which
contradicts the primeness of P .

Now let us suppose P 3 � `  _�. We take the right hand side apart to
get � `  ; � which implies that there is a set ��fin L such that �  � and
for all Æ 2 � we have Æ `  or Æ ` �. Because of P 3 �  � we see that

W

�

lies in P = P [℄ and as P is prime this implies that there is a Æ 2 � \ P .
Hence, we either have  2 P [`℄ or � 2 P [`℄.

For the converse we study the relation `

f

that arises from a contin-
uous function f : spec(L) ! filt(M) that can actually be co-restricted to
spec(M). According to the proof of Proposition 3.1.39 � `

f

� is given by

K

V

�

� f

�1

�

^

O

W

�

�

. Since we can actually consider f as a map to the sub-
space spec(M) we can write this as KV

�

� f

�1

[O

W

�

℄. The advantage of

this is that O
(�)

preserves _ whereas ^

O

(�)

does not.
Given � `

f

Æ

1

; : : : ; Æ

n

we get

K

V

�

� f

�1

[O

Æ

1

_���_Æ

n

℄ = f

�1

h

n

[

i=1

O

Æ

i

i

=

n

[

i=1

f

�1

[O

Æ

i

℄

and by Proposition 3.1.32.(3) this means that for all x 2 KV
�

we can find an
i 2 f1; : : : ; ng and a formula � 2 L such that x 2 O

�

� K

�

� f

�1

[O

Æ

i

℄. As
K

V

�

is compact, finitely many of these O
�

cover it. Taking the disjunctions
of the formulae that correspond to each Æ

i

we get �
1

; : : : ; �

n

2 L such that
K

V

�

� O

�

1

[ � � � [ O

�

n

= O

�

1

_���_�

n

and K
�

i

� f

�1

[O

Æ

i

℄, for i = 1; : : : ; n.
This is just a translation of the condition stated in the theorem.

We now have explicit descriptions of ‘functions’ in all of the equivalent
categories MLS, ASL, StCp

K

and StCp with closed relations. Later we will
see how we can characterise the subcategory of functions in purely cate-
gorical terms.

Note that the identities are ‘functions’. For the semantic categories this
is obvious, and hence it is also true for the syntactic category MLS where it
is a consequence of interpolation.
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3.2 Domain Constructions

We are now in a position where we can perform domain constructions in
logical form. Our first step is to improve on our representation theorem for
stably compact spaces by characterising all continuous sequent calculi that
correspond to a given stably compact space. This allows us to make the
connection between syntactic and topological constructions. We can also
turn the argument in the characterisation around to construct continuous
sequent calculi.

Then we look at several domain constructions to show how this tech-
nique can be applied. In particular we consider lifting, sums, products, the
Smyth power domain, the function and the relation space. There are only
partial results about the functions space construction. We contrast this with
the space of relations which has a very nice logical description.

3.2.1 Representing Stably Compact Spaces

Theorem 3.1.35 tells us that for every stably compact space there is a contin-
uous sequent calculus that represents it. As its tokens are pairs of open and
compact sets this is far from being a syntactic representation. Normally,
we want to construct a continuous sequent calculus syntactically and then
prove that it corresponds to a certain stably compact space.

We have already done most of the work in Section 3.1.3 under the head-
ing “Logic”. The next theorem says in effect that Proposition 3.1.32 identi-
fies the key properties.

Theorem 3.2.1. Let X be a stably compact space and L a continuous sequent
calculus. Then spec(L) and X are homeomorphic if and only if there are maps
o : L! 
(X) and k : L! K(X) satisfying the following properties:

1. (8� 2 L) o(�) � k(�);

2. (8�;  2 L) �   () k(�) � o( ); and

3. for K � O � X , where K is compact and O open, there is a formula � such
that K � o(�) � k(�) � O.

In this case o corresponds to O
(�)

, k to K
(�)

, and both maps translate finite con-
junction and disjunction into intersection and union, respectively.

Proof. Let us start by making some observations: The first two conditions,
together with Lemma 1.2.17, imply that o is a monotone map from (L;)

to (
(X);�) and that k is antitone from (L;) to (K(X);�). This together
with (3) ensures that both maps take ? to the empty set and > to X .

If X = spec(L) we use O
(�)

and K
(�)

as our maps o and k. The condi-
tions of the theorem are then verbatim the ones of Proposition 3.1.32, and
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it is clear that they are invariant under going to a homeomorphic space
X

�

=

spec(L).
Conversely, assume we are given o and k satisfying the three conditions

of the theorem. The outline of the proof is to extend o as indicated in the
diagram

idl(L)
O

-


(X)

L

o

-

�

[



℄

(

�

)

and to prove that O is an isomorphism. We define the extension by

O(I) :=

[

"

�

o(�)

�

�

� 2 I

	

:

To see that the union is directed take �;  2 I . We get � _  2 I and by
roundness we find a � 2 I such that � _   �. This implies �  � and
  � and as o is monotone with respect to  we get o(�); o( ) � o(�).
The map O is clearly monotone and we claim that it also reflects the order.
Given O(I) � O(J) and � 2 I we find an element  2 I satisfying �   ,
by roundness of I , and we get

o(�) � k(�) � o( ) � O(I) � O(J) =

[

"

�

o(�)

�

�

� 2 J

	

:

As k(�) is compact, there is a � 2 J such that k(�) � o(�) which implies
�  � 2 J and thus � 2 J . So, O reflects the order and is, in particular,
injective.

To prove that it is an isomorphism it remains to show that it is surjective.
Given U 2 
(X) we define

I

U

:=

�

� 2 L

�

�

k(�) � U

	

and verify that this is a filter using Proposition 3.1.1. Closure under _ is the
only property that is not an immediate consequence of (2) and (3). So, let
us suppose k(�); k( ) � U . By (3) we find a � 2 L such that

k(�); k( ) � k(�) [ k( ) � o(�) � k(�) � U:

We get �  � and   � which entails � _   � and thus � _  2 I
U

.
Obviously, O(I

U

) � U holds since for all � we have o(�) � k(�). For
the converse inclusion, take an x 2 U . This is equivalent to fxg � U

and the third condition ensures the existence of a formula � 2 L such
that fxg � "x � o(�) � k(�) � U . Thus, we get in particular � 2 I

U

and
x 2 o(�) which entails U = O(I

U

). So, O is a monotone, order reflecting
and surjective map and hence an isomorphism.
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At this point we already know that L corresponds to X :

X

�

=

pt
�


(X)

�

�

=

pt
�

idl(L)
�

�

=

spec(L)

Now, we prove that O is an extension of o. Because of the monotonicity

of o we have O
�

[℄�

�

=

S

"

�

o( )

�

�

  �

	

� o(�). For x 2 o(�) we again
find a  such that fxg � o( ) � k( ) � o(�) which implies   � and thus
x 2 O

�

[℄�

�

. This proves that o corresponds to O
(�)

.
For k we define the map K : filt(L)! K(X) by

K(F ) :=

\

#

�

k(�)

�

�

� 2 F

	

:

The proof that it extends k is analogous to the argument for O. We claim
that this map is also the one induced by O via the Hofmann-Mislove The-
orem. We know from Proposition 3.1.25 that the isomorphism between
Scott-open filters on idl(L) and filt(L) is given by the map

 (F ) :=

�

I 2 idl(L)
�

�

I \ F 6= ;

	

:

So, we have to chase the diagram

filt(L)
K

-

K(X)

�OFilt
�

idl(L)
�

 

?

�

O

�1

[�℄

�OFilt
�


(X)

�

?

HMT

i.e. we need to check the equality

F 7! K(F ) 7!

�

U 2 
(X)

�

�

K(F ) � U

	

7!

�

I 2 idl(L)
�

�

K(F ) � O(I)

	

!

=

�

I 2 idl(L)
�

�

I \ F 6= ;

	

:

Expanding the condition K(F ) � O(I) yields
T

#

�

k(�)

�

�

� 2 F

	

� O(I).
By Corollary 1.2.14 such a filtered intersection of compact saturated sets is
contained in an open set if and only if one of the members of the family
already is. So, the condition is equivalent to

(9� 2 F ) k(�) � O(I) =

[

"

�

o( )

�

�

 2 I

	

and this, in turn, is equivalent to (9� 2 F; 2 I) k(�) � o( ). Now,
k(�) � o( ) is tantamount to �   and because of roundness of filters
and ideals we see that K(F ) � O(I) is equivalent to I \ F 6= ;. This
means that k corresponds to K

(�)

and, because of Proposition 3.1.31 and
our considerations at the beginning of this proof, we can infer that o and k

respect >, ?, ^ and _.
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The first condition of the theorem is usually straightforward to check; it
is just a sanity requirement about o and k. The two implications of the sec-
ond condition can be understood as soundness and completeness. Finally, the
third one means that the interpretations of token are dense with respect to
open and compact saturated sets. Density implies that the open sets of the
form o(�) are a basis of the topology and that the complements of the k(�)
are a basis for the co-compact topology. The first statement is the content of
Corollary 3.1.33, the latter is an immediate consequence of Theorem 3.1.30.

We can turn the above characterisation around to construct continuous
sequent calculi:

Theorem 3.2.2. Let X be a stably compact space, L a (2; 2; 0; 0)-algebra, and
o : L! 
(X) and k : L! K(X) two maps that satisfy

1. (8� 2 L) o(�) � k(�);

2. for K � O � X , where K is compact and O open, there is a formula � such
that K � o(�) � k(�) � O;

and that translate finite conjunction and disjunction into intersection and union.
Then

�  � :() k

�

^

�

�

� o

�

_

�

�

defines a continuous sequent calculus that represents X .

Proof. The rules for consequence relations are all easy to check. Let us
do (L_) as an example: Suppose we have �;�  � and  ;�  �, i.e.
k(�) \ k

�

V

�

�

; k( ) \ k

�

V

�

�

� o

�

W

�

�

. From this we immediately get

�

k(�) \ k

�

^

�

�

�

[

�

k( ) \ k

�

^

�

�

�

=

�

k(�) [ k( )

�

\

�

^

�

�

= k(� _  ) \

�

^

�

�

� o

�

_

�

�

and hence � _  ;�  �.
To see that  is a continuous sequent calculus it suffices to check that it

is closed under (Cut) and has interpolation. The former is trivial, and for
(L-Int) consider �;�  �, or in other words k(�) \ k

�

V

�

�

� o

�

W

�

�

. As
a saturated set k(�) is the filtered intersection of its open neighbourhoods
and thus the density condition (2) implies that we can write it as a filtered
intersection

k(�) =

\

#

�

k( )

�

�

k(�) � o( ) � k( )

	

:

Thus we can also write k(�) \ k

�

V

�

�

as a filtered intersection of terms
k( ) \ k

�

V

�

�

, with  as above. By Corollary 1.2.14 this implies that there
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is a  such that k(�) � o( ) and k( ) \ k
�

V

�

�

� o

�

W

�

�

. Translating these
subset containments yields �   and  ;�  �.

Having shown that  is a continuous sequent calculus it is clear that
o and k satisfy the conditions of Theorem 3.2.1 by definition and conse-
quently that L represents X .

Examples

To show how these results can be used we construct continuous sequent
calculi that represent two well-known examples of stably compact spaces:

Example 3.2.3 (The Extended Positive Reals). We begin with a very sim-
ple space, the extended positive real numbers:

R

+

0

:=fr 2 R j 0 � rg [ f1g

The topology is the Scott topology for the canonical order on R+
0

and the
new top element 1.

We take L to be the term algebra over the rational numbers Q+

0

and set

o(q) := ℄q;1℄

k(q) := [g;1℄

There is a unique way to extend o and k to L such that they respect the
algebraic structure, in particular we have to set o(?) = k(?) = ; and

o(>) = k(>) = R

+

0

.
It is clear that o and k satisfy the conditions of Theorem 3.2.2 as the

rational numbers are dense in the real numbers. So, the theorem tells us
how we have to define 

L

such that L represents R+
0

.
We now want to give syntactic rules that generate the consequence re-

lation 
L

. From Lemma 2.2.1 we know that we only have to cater for se-

quents made up exclusively from the generators of L. Since R+
0

is linearly

ordered, so are 


�

R

+

0

�

and K
�

R

+

0

�

. This means that sequents relating gen-
erators arise from ones of the form �   by weakening. These are obvi-
ously generated by the single rule

q < r

r  q

where we can assume that, whatever our syntactic representation of ratio-
nal numbers, we can decide the inequality q < r.

Example 3.2.4 (The Interval Domain). The interval domain can be seen as
a model for computations that produce real numbers, in our case taken
from the unit interval [0; 1℄. It is given by

I :=

�

[x; y℄

�

�

0 � x � y � 1

	

;
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the compact sub-intervals of [0; 1℄, ordered by reverse inclusion. This yields
a continuous Scott domain and hence, in particular, a stably compact space.
The order of approximation is given by

[x; y℄� [x

0

; y

0

℄ () [x

0

; y

0

℄ 2 int
�

[x; y℄

�

:

Here, the interior is taken in [0; 1℄, and not in R.
We construct a continuous sequent calculus to represent it by refining

the previous example. We take the atomic formulae �(q) and �(q), where q
is a rational number such that 0 < q < 1, and call the term algebra gener-
ated by them L. The intended reading of the atomic formulae is as follows:

o

�

�(q)

�

:=

�

I 2 I

�

�

I � [0; q[

	

=

�

�

[0; q℄

o

�

�(q)

�

:=

�

I 2 I

�

�

I � ℄q; 1℄

	

=

�

�

[q; 1℄

k

�

�(q)

�

:=

�

I 2 I

�

�

I � [0; q℄

	

= "[0; q℄

k

�

�(q)

�

:=

�

I 2 I

�

�

I � [q; 1℄

	

= "[q; 1℄

As before there is a unique way of extending o and k to L that translates
logical connectives into the corresponding set theoretic operations.

The only condition of Theorem 3.2.2 that is non-trivial is density: First,
note that we get o

�

�(r) ^ �(q)

�

=

�

�

[q; r℄ and k
�

�(r) ^ �(q)

�

= "[q; r℄, i.e. we
have tokens for all "I and

�

�

I where I is an interval with rational endpoints.
Now, let us suppose we are given O 2 
(I) and K 2 K(I) such that K � O.
As I is a continuous domain, the sets of the form

�

�

I are a basis of the Scott
topology, and since Q is dense in R we can restrict ourselves to intervals
with rational endpoints. By the compactness of K we get finitely many
intervals I

1

; : : : ; I

n

2 O such that K �

�

�

I

1

[ � � � [

�

�

I

n

and by our previous
observations L contains the tokens to guarantee density.

One task remains to be done, namely to come up with syntactic rules for
the continuous sequent calculus  that we can extract via Theorem 3.2.2.
As in the previous example we only have to worry about sequents contain-
ing atomic formulae. Furthermore, as [0; 1℄ is linearly ordered, we see that
�(q) \ �(r) must be either �(q) or �(r), and similarly for �(q) [ �(r) and
the corresponding terms involving �. This implies that any sequent that
contains more then one �- or more then one �-atom on either side of the
turnstile is derivable from a simpler sequent by weakening.

We can go even further: The meaning of a sequent

�(q); �(r)  �(q

0

); �(r

0

)

is

"[q; r℄ �

�

�

[q

0

; 1℄ [

�

�

[0; r

0

℄

which is equivalent to the disjunction of [q; r℄ � ℄q

0

; 1℄ and [q; r℄ � [0; r

0

[.
This shows that we can restrict ourselves to singletons on the right and the
left, unless the right hand side is empty.
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We sum up the discussion with the three sound and complete rules for
our continuous sequent calculus L that represents the interval domain I:

q < r

�(q)  �(r)

q < r

�(r)  �(q)

q < r

�(q); �(r) 

3.2.2 Individual Constructions

Our next topic are domain constructions in logical form. We discuss a num-
ber of them in some detail to show how the techniques we have developed
so far can be applied.

From now on we use the following convention: If the correspondence
between a continuous sequent calculus L and a stably compact space X is
understood, in particular if we say that L represents X , then we assume that
we have already constructed the functions required by Theorem 3.2.1 and
we refer to them as OJ�K and KJ�K.

Let us begin with the most elementary domain construction:

Lifting

For any topological space X its lifting X

?

:=X [ f?g has one new point
? which is the new bottom element. We can ensure this topologically by
adding just one open set to the topology:


(X

?

) := 
(X) [ fX

?

g

Now suppose that L is a continuous sequent calculus that representsX .
We let L

?

be the algebra freely generated by L, but where we identify the
old and the new falsum ? = ?

0. Note that we distinguish between the old
and the new verum > 6= >

0. We generate the logic for L from the one rule

� 

L

�

� 

L

?

�

and set o(�):=OJ�K and k(�):=KJ�K for � 2 L. As in our previous examples
we can extend o and k to all of L

?

and we then have to check that the
conditions of Theorem 3.2.2 are satisfied. But this is the case because of
X

?

= o(>

0

) = k(>

0

) and the fact that for all compact K � X we have

K � OJ>K = KJ>K = X � X

?

:

This completes the proof that L
?

represents X
?

.
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Sums

The sum or coproduct of topological spaces is simply the disjoint union
with the topology that is generated by the disjoint union of the respective
topologies.

This construction is also very easy because we have already done all
the necessary work in Section 2.2.3: In MLS the coproduct L +M can be
constructed from L and M using the rules given on page 81.

From Theorem 3.1.40 we know that MLS and the Kleisli category StCp

K

are equivalent. Furthermore, the usual left adjoint from StCp to StCp

K

(see
[Mac71, Chapter VI, Theorem 1]) is the identity on objects. This means in
particular that coproducts in StCp

K

and StCp are the same since left ad-
joints preserve them. Thus, we get spec(L +M)

�

=

spec(L) + spec(M),
where the latter coproduct is taken in StCp.

It is also not hard to verify that the functions o and k are the extensions
of OJ�K and KJ�K for L and M .

Remark. Semantic considerations along these lines can be used to see
that slight changes to the rules given in Section 2.2.3 produce related sum
constructions: Without the rule



L

� 

M

�



L+M

f0g � �; f1g ��

we get the lifted sum, and if we omit the side condition � 6= ; for the first
two rules given there we get the coalesced sum.

At the end of Section 2.2.3 we have seen that we can endow the coprod-
uct with projections that also make it into a product. Hence, in MLS and
all the equivalent categories finite products and finite coproducts are iso-
morphic. Semantically, the reason for this is easy to see if we consider how
disjoint unions and the co-compact topology interact:

Lemma 3.2.5. If X and Y are stably compact spaces, then X
�

+ Y

�

= (X + Y )

�

holds.

Proof. This follows immediately from the following two observations: If
K � X is compact saturated then K [ Y is a compact saturated subset of
X + Y . Starting with a compact saturated K � X + Y , the sets K \X and
K \ Y are again compact saturated.

If L corresponds to X and M to Y , then we know from Theorem 3.1.30
that (Lop

+M

op
)

op corresponds to (X

�

+ Y

�

)

�

. This space is simply X + Y

because of the previous lemma and the fact that taking the co-compact
topology is an involution (Corollary 1.3.12).

Remark. There is another, more direct semantic argument that in StCp

�

finite products and coproducts are isomorphic. The injections from X and
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Y to X + Y are given by x I
0

x

0

:, x v

X

x

0 and y I

1

y

0

:, y v

Y

y

0. In the
light of our discussion at the end of the previous chapter, we can also see
them as the relations corresponding to the continuous functions given by
the two subset inclusions. Given two closed relations F : X +

-

Z and
G : Y +

-

Z , the unique mediating morphism D is given by

a D z :()

�

a F z for a 2 X
a G z for a 2 Y

where we assume without loss of generality that X and Y are disjoint.
These morphism correspond directly to the MLS-morphisms `

�

0

, `
�

1

and `
fg

constructed in Section 2.2.3, but it is also straightforward to check
that they satisfy the universal property.

The projections from the product are very similar to the injections:

x P

0

x

0

:() x v

X

x

0 and

y P

1

y

0

:() y v

Y

y

0

Note that these relations almost correspond to functions; they are how-
ever partial. It is readily checked that P

0

and P

1

are closed subsets of
(X + Y )�X

�

and (X + Y )� Y

�

, respectively, and hence morphisms in
StCp

�. For two closed relations F : Z +

-

X and G : Z +

-

Y we de-
fine:

z hF;Gi a :()

�

z F a for a 2 X
z G a for a 2 Y

This is clearly a morphism and uniquely determined by F and G, thus
showing that X + Y is a product of X and Y .

Products

We know from Proposition 1.3.4 that the product of two stably compact
spacesX and Y is again stably compact. Let the continuous sequent calculi
L and M represent X and Y , respectively. Similarly to sums we freely
generate L 
M from f0g � L [ f1g �M , the disjoint union of L and M .
The intended reading of the tokens is:

o(0; �) := OJ�K� Y o(1;  ) := X �OJ K

k(0; �) := KJ�K� Y k(1;  ) := X � KJ K

The extensions of o and k to L 
 M clearly satisfy the first condition of
Theorem 3.2.2. To show density suppose we have K � O � X � Y , where
K is compact saturated and O open. For every point hx; yi 2 K there are
open sets U 2 N(x) and V 2 N(y) such that U � V � O. Hence, there are
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tokens �
xy

2 L and  

xy

2 M satisfying x 2 OJ�

xy

K � KJ�
xy

K � U and
y 2 OJ 

xy

K � KJ 

xy

K � V . As K is compact, finitely many of the sets

OJ�

xy

K�OJ 

xy

K = o

�

h0; �

xy

i ^ h1;  

xy

i

�

cover it. This means that we can find a token

� :=

�

h0; �

(xy)

1

i ^ h1;  

(xy)

1

i

�

_ � � � _

�

h0; �

(xy)

n

i ^ h1;  

(xy)

n

i

�

such that K � o(�) � k(�) � O.
As we have seen several times before, we can now extract 

L
M

and
only have to come up with rules that generate enough sequents relating
atomic formulae. To this end we consider a generic situation where a com-
pact saturated set

K = (K

1

� Y ) \ � � � \ (K

l

� Y ) \ (X � C

1

) \ � � � \ (X � C

m

)

is contained in an open set of the form

(U

1

� Y ) [ � � � [ (U

n

� Y ) [ (X � V

1

) [ � � � [ (X � V

p

):

The set K is of the form K

0

� C

0 and hence has to be a subset of either
(U

1

� Y ) [ � � � [ (U

n

� Y ) or (X � V

1

) [ � � � [ (X � V

p

); let us call it O.
Depending on which is the case we get that either (K

1

�Y )\ � � � \ (K

l

�Y )

is already a subset of O, or (X � C

1

) \ � � � \ (X � C

m

) is. This means that
because of weakening we get all the sequents that we are interested in from
ones relating atomic formulae of the same kind. Hence, we can generate
our logic by the two rules:

� 

L

�

f0g � � 

L
M

f0g ��

� 

M

�

f1g � � 

L
M

f1g ��

Note that this also takes care of extreme cases like �  which might be a
problem because of ; � Y = ;.

The Smyth Power Domain

For a space X this power domain is simply K(X), i.e. the set of compact
saturated subsets ordered by reverse inclusion, though usually without the
compact top element ;.

It has a very simple description which follows almost immediately from
some of the results in Section 3.1.4: Let us suppose thatL represents a stably

compact space X . Then Lemma 3.1.37 tells us that the sets ^

O

�

= 2O

�

,
� 2 L, form a basis for the Scott topology on K(X). From Lemma 1.1.5
we know that every compact saturated set in K(X) can be written as an
intersection of finite unions of sets "K .
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This suggests that we can essentially reuse the tokens from L. We freely
generate P

S

(L) from atomic formulae 2�, where � 2 L, and set:

o(2�) := 2OJ�K =

�

K 2 K(X)

�

�

K � OJ�K

	

k(2�) := 2KJ�K = "KJ�K =

�

K 2 K(X)

�

�

K � KJ�K

	

We clearly have o(2�) � k(2�), and hence the first condition of Theo-
rem 3.2.2 is satisfied for the extensions of o and k. For density we have
to combine the observations from the previous paragraph. To do this we
have to refine the proof of Lemma 3.1.37 slightly: Let C � K(X) be com-
pact saturated and O � C Scott-open in K(X). For every K 2 C we find
L;L

0

2 O such that L � L

0

� K . By Lemma 1.2.17 this means that there
is an open set O such that K � O � L

0 and thus we can find a token
� 2 L satisfying K � OJ�K � KJ�K � L

0. This implies K 2 o(2�) and
k(2�) � "L

0

�

�

�

L � O. As C is compact, finitely many of the sets o(2�)
suffice to cover it and hence we get

C � o(2�

1

_ � � � _2�

n

) � k(2�

1

_ � � � _2�

n

) � O:

As before we can extract 
P

S

(L)

via o and k, and we only have to char-
acterise the sequents relating atomic formulae and come up with rules that
generate enough such sequents. To begin with we observe that

k(2�

1

) \ � � � \ k(2�

n

) = 2KJ�

1

K \ � � � \2KJ�
n

K = 2

�

KJ�

1

K \ � � � \ KJ�
n

K

�

:

This is a principal filter in K(X) and as such contained in a union of Scott-
open sets o(2 ) = 2OJ K if and only if it is contained in one of them al-
ready. We infer that up to weakening we can restrict ourselves to singletons
on the right, disregarding for the moment the case of an empty sequent on
the right. Moreover, a containment 2K = "K � 2O, for K � X compact
saturated and O � X open, holds if and only if K � O. This means that we
need only one rule:

�

1

; : : : ; �

n



L

 

2�

1

; : : : ;2�

n



P

S

(L)

2 

If we consider the lattice K(X) we never have 2�
1

; : : : ;2�

n



P

S

(L)

since the empty set is contained in every 2K . If we want to describe the
usual Smyth power domain P

S

(X) = K(X) n f;g we need one extra rule
that expresses2; = ;:

�

1

; : : : ; �

n



L

2�

1

; : : : ;2�

n



P

S

(L)
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3.2.3 Function Spaces

We begin with a brief exposition of the central results about topological
function spaces, very much in the spirit of Chapter 1. It also contains the
prerequisites for the next section on relation spaces. Most of the material
follows the exposition in [Law88].

More Basics

Given two topological spaces X and Y we can endow Y

X , the set of all
continuous functions from X to Y with the compact-open topology. It has the
sets

N(K;O) :=

�

f : X ! Y

�

�

f [K℄ � O

	

;

for K � X compact and O � Y open, as a subbasis. In general this does
not make Y X into an exponential in Top. This is, however, the case if X is
locally compact:

Proposition 3.2.6. For a locally compact space X the function spaces Y X , en-
dowed with the compact-open topology, is an exponential of X and Y .

Proof. We have to check a number of details that appear in the following
diagram that defines exponentials:

Y

X

Y

X

�X

�

-

Y

Z

9!

^

f

6

.

.....

...
Z �X

^

f �X

6

.........
8

f

-

The evaluation � is given by �(f; x):=f(x). Let us prove that it is continu-
ous: For f(x) 2 O open, we find a compact neighbourhoodK of x such that
f [K℄ � O since f is continuous and X locally compact. This immediately
implies �

�

N(K;O)�K

�

� O and hf; xi 2 N(K;O)�K .

It is clear that we must define ^

f by ^

f(z):=�x:f(z; x). So, we only have to
show that for all z the function ^

f(z) is continuous and, moreover, that ^

f it-
self is continuous. The former is easy as we can write ^

f(z) as a composition
of continuous functions

X

�

=

X � fzg

�

-

X � Z

f

-

Y:

For the latter suppose ^

f(z) 2 N(K;O). This implies that for all x 2 K we
have f(z; x) 2 O and by continuity of f we find neighbourhoodsU

x

2 N(z)

and V

x

2 N(x) such that f [U
x

� V

x

℄ � O. As the set K is compact, finitely
many V

x

1

; : : : ; V

x

n

cover it and for the corresponding neighbourhoods U
x

i

in Z we get ^

f [U

x

1

\ � � � \ U

x

n

℄ � N(K;O).
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Remark. One can generalise this result to core compact spaces, i.e.
spaces whose sobrification is locally compact, using the Isbell topology.
The proposition also has a converse: The compact-open topology (or the
Isbell topology for the non-sober case) is the only candidate for a topology
on the exponential, i.e. if it does not yield one then the two spaces do not
have an exponential in Top.

Unfortunately, the compact-open topology is in general not locally com-
pact. This is one reason why it is hard to find cartesian closed categories
of topological spaces. Continuous domains are always locally compact and
so the question arises how the exponentials taken in Top and those taken in
DCPO are related. Furthermore, to construct a CCC of domains one has to
come up with a class of domains such that exponentiation does not destroy
continuity. We mentioned several such classes in Section 1.1.2.

Our focus are sober spaces and we know from Proposition 1.2.9 that
they form dcpo’s with respect to their specialisation orders. The following
lemma shows that this order is well-behaved with respect to taking expo-
nentials.

Lemma 3.2.7. The specialisation order on Y

X is the extensional order of func-
tions, i.e. f v g () (8x 2 X) f(x) v g(x).

Proof. Let us call the extensional orderv
e

and the specialisation order with
respect to the compact-open topologyv

s

. If we have f v
e

g and f [K℄ � O,
where K is compact and O is open, we get g[K℄ � "f [K℄ � O and thus
f v

s

g.
Conversely, suppose f v

s

g and f(x) lies in an open set O. We get
f ["x℄ � O and hence f 2 N("x;O) which implies g 2 N("x;O) and thus
g(x) 2 O. This proves f v

e

g.

If Y is a continuous Scott domain with the Scott topology then Y X gets
most of its structure from that space. In particular, we will see that it is
again a continuous Scott domain and that the Scott topology on Y X agrees
with the compact-open topology.

The most important tool to understanding such an exponential as a do-
main are step functions. Given an open set O � X and a point y 2 Y we
define:

(O & y)(x) :=

�

y if x 2 O
? otherwise

Lemma 3.2.8. Let f be a continuous function from a space X to a pointed con-
tinuous domain Y equipped with the Scott topology, O 2 
(X) and y 2 Y . If
O � f

�1

[

�

�

y℄ then (O & y)� f .

Proof. Suppose we have f v
F

"

g

i

. From Lemma 1.2.10 and the comment
following it we know that the preimage of a Scott-open set under a directed
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supremum of continuous functions is just the directed union of the preim-
ages of the individual functions. This means that we get

O � f

�1

[

�

�

y℄ �

�

G

"

g

i

�

�1

[

�

�

y℄ =

[

"

�

g

�1

i

[

�

�

y℄

�

and thus O � g

�1

i

[

�

�

y℄ for an index i. This implies (O & y) v g

i

and thus
(O & y)� f .

Proposition 3.2.9. For a locally compact space X and a pointed continuous do-
main Y with the Scott topology the following hold:

1. If Y is a Scott domain then so is Y X .

2. If the exponential Y X is a continuous stably compact domain, then the Scott
topology and the compact open topology agree.

Proof. We begin by showing that every continuous function f : X ! Y is
the supremum of step functions (U & z), where U � f

�1

[

�

�

z℄. For any
x 2 X and y � f(x) we have x 2 f

�1

[

�

�

y℄, and as X is locally compact
there is an open set O such that x 2 O � f

�1

[

�

�

y℄. This implies that

G

�

(U & z)(x) j U � f

�1

[

�

�

z℄

	

is larger than y, and as Y is continuous that the supremum is in fact f(x).
Hence, f is the supremum of such step functions and by the previous
lemma we know that these step functions approximate f . In general, how-
ever, this supremum is far from directed.

Next, we check that Y X has bounded suprema if Y does. The constant
bottom function is the least element of the exponential, and for f and g

bounded we construct the point-wise supremum f t g as follows: We add
a compact top element to Y to get the continuous lattice Y

>

and call the
embedding e : Y �

-

Y

>

. Taking binary suprema on Y

>

is clearly Scott-
continuous as directed suprema commute with binary suprema. Now, we
consider

X

hf;gi

-

Y � Y

e�e

-

Y

>

� Y

>

t

-

Y

>

and see that if f and g are bounded then this map co-restricts to Y . This
yields precisely f t g which, as a composition of continuous maps, is con-
tinuous and hence the supremum in Y X .

In any dcpo we have that x; y � z implies x t y � z, provided the
supremum exists. This implies that for a Scott domain Y any function
f : X ! Y is the directed supremum of approximating functions, namely
that of finite suprema of step functions as constructed above. This shows
that Y X is a continuous Scott domain.
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It remains to prove that under the conditions of the proposition the two
topologies on the function space coincide. From Lemma 3.2.7 we infer that
the subbasic open neighbourhoods N(K;O) are upper sets. To show that

they are Scott-open supposeK �

�

F

"

f

i

�

�1

[O℄ =

S

"

f

�1

i

[O℄. Then compact-
ness implies K � f

�1

i

[O℄ for an index i and hence f
i

2 N(K;O).
For the other direction note that the sets

�

f 2 Y

X

j O � f

�1

[

�

�

y℄

	

are
Scott-open because of the interpolation property in 
(X). We claim that
moreover these sets form a subbasis of the Scott topology: Suppose f is
in the Scott-open set U � Y

X . We know that f is the supremum of step
functions (O & y), where O � f

�1

[

�

�

y℄, or equivalently

"f =

\

�

"(O & y) j O � f

�1

[

�

�

y℄

	

� U:

As Y X is stably compact by assumption, we get from Corollary 1.2.14 that
the intersection of finitely many such sets "(O & y) is already contained in
U . The finite intersection of the corresponding subbasic open neighbour-
hoods fg j O � g

�1

[

�

�

y℄g �

�

�

(O & y) � "(O & y) is a neighbourhood
of f that is a subset of U . Hence, it suffices to consider such Scott-open
sets. If f satisfies O � f

�1

[

�

�

y℄, then local compactness allows us to find
a compact saturated set K such that O � K � f

�1

[

�

�

y℄ which implies
f 2 N(K;

�

�

y) �

�

�

(O & y): The function f clearly belongs to N(K;

�

�

y)

and for any g 2 N(K;

�

�

y) we get O � K � g

�1

[

�

�

y℄ and thus (O & y) � g

by the previous lemma.

A continuous Scott domain is stably compact. Thus, for a locally com-
pact space X and a Scott domain Y the exponential Y X is a Scott domain
and carries the Scott topology. The reason to formulate the proposition in a
slightly more general way is that this also covers the case of function spaces
between pointed FS domains.

Remark. We could relax the condition that Y has to be pointed by using
the techniques described in [AJ94, Section 4.3.2] and [Jun89, Chapter 3]. As
this extra generality is not necessary for the further development of the
theory we avoid the technical complications that would be introduced by
it.

The Function Space Construction

Suppose L and M are continuous sequent calculi representing the stably
compact spaces X and Y . The space X is locally compact by definition
and hence the exponential Y X in Top exists because of Proposition 3.2.6.
Looking at the definition of the compact open topology gives us a hint for
a candidate for the continuous sequent calculus corresponding to the func-
tion space.
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We take terms (�!  ), for � 2 L and  2 M , as basic tokens and let
[L!M ℄ be the algebra freely generated by it. The intended meaning of such
a token is that it stands for the set of functions mapping the set represented
by � into that represented by  . However, each token � denotes an open set
OJ�K and a compact saturated set KJ�K; on the other hand we have to pro-
vide an open and a compact saturated reading of the new token (�!  ).
The following interpretations of the new tokens suggest themselves:

o(�!  ) :=

�

f : X ! Y

�

�

f

�

KJ�K

�

� OJ K

	

= N

�

KJ�K;OJ K

�

k(�!  ) :=

�

f : X ! Y

�

�

f

�

OJ�K

�

� KJ K
	

It is clear from the definition that the interpretation o(�!  ) is open.
Also note that an expression N(A;B):=

�

f : X ! Y

�

�

f [A℄ � B

	

—we use
this by slight abuse of notation even if A is not compact and B not open—
is antitone in A and monotone in B with respect to subset inclusion. From
this observation and the fact that OJ�K � KJ�K holds for every formula � in
any continuous sequent calculus we get o(�!  ) � k(�!  ), the sanity
condition of Theorem 3.2.2.

The following proposition shows that from the open point of view we
have defined the right continuous sequent calculus together with the right
open semantics.

Proposition 3.2.10. The sets o(�!  ) with � 2 L and  2 M form a subbasis
of the compact open topology on Y X .

Proof. Suppose f 2 N(K;O) for a compact saturated set K � X and an
open set O � Y . Then we infer K � f

�1

[O℄ and by Theorem 3.2.1.(3)
we can find a token � 2 L such that K � OJ�K � KJ�K � f

�1

[O℄. This
implies "f

�

KJ�K

�

� O and so we can apply the same theorem again to
get a token  in M such that "f

�

KJ�K

�

� OJ K � KJ K � O. Putting it
all together we get f 2 o(�!  ) � N(K;O), where the subset inclusion
follows from the fact that N(�; �) is antitone in the first and monotone in the
second argument.

For a more restricted case we will prove a stronger property in Theo-
rem 3.2.12, namely density in the sense of Theorem 3.2.2.(2). But prior to
this we consider the compact reading of a token (x! y). Unfortunately,
here the situation is not as nice as in the open case. The sets k(�!  ) are
clearly saturated, but in general they fail to be compact as the following
example illustrates.

Take I:=[0; 1℄ to be the unit interval with the usual topology. It is a
compact Hausdorff space and hence in particular stably compact. As I is
both open and compact we have N(I; I) = I

I and this corresponds to an
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open and a compact reading. The functions

f

i

(x) =

�

0; if x � 1=i

1� ix; otherwise

converge point-wise to the constant zero function with the exception of the
argument 0 where its value is 1. As the compact open topology is finer
than the topology of point-wise convergence there cannot be a subnet that
converges to a continuous function in II which thus cannot be compact.

In a way the counterexample is not very surprising: The fact that the
exponentials of locally compact spaces are in general not locally compact is
the reason why it is so hard to find cartesian closed subcategories of Top. It
makes it clear, however, that here, for the first time, we need extra assump-
tions about the continuous sequent calculi or the spaces they represent.

In spite of this observation, we can prove the compactness of k(�!  )

under additional assumptions. The following propositions is given in a
general form to be applicable to two situations, the function space between
domains and the relations space construction of the next section.

Theorem 3.2.11. Let X be locally compact and Y a pointed continuous domain
such that the exponential Y X is stably compact. For an openO � X and a compact
saturated K � Y the set

N(O;K) =

�

f : X ! Y

�

�

f [O℄ � K

	

is compact if either X is a continuous domain or K is of the form K = "y.

Proof. The idea of the proof is the following: We show that the setN(O;K)

is the intersection of finitely generated compact saturated sets, i.e. sets "M
where M�fin Y

X . Because we assume that Y X is stably compact this im-
plies that N(O;K) is itself compact.

To this end suppose f =2 N(O;K) which implies that there is an x 2 O

such that f(x) =2 K . If K is a principal filter "y, then we consider the step
function (O & y) and instantly see f =2 "(O & y) � N(O; "y).

In the other case where K is an arbitrary compact saturated set but X
is a domain we proceed as follows. By Lemma 1.1.5 the compact set K
has a neighbourhood "fm

1

; : : : ;m

n

g that does not contain f(x). Now, pick
an x

0

2 O satisfying x

0

� x and consider the finite set of step functions
M:=

�

(

�

�

x

0

& m

1

); : : : ; (

�

�

x

0

& m

1

)

	

. We claim f =2 "M � N(O;K): The
function f is clearly not in "M as is maps x to a point that is not above any
of the m

i

. For the second part of the claim suppose g 2 N(O;K). Then
g(x

0

) must be larger than at least one m
i

which implies g w (

�

�

x

0

& m

i

).

In either case this implies that the intersection of the sets "M � N(O;K)

with M finite is exactly N(O;K).
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Note that the theorem applies in particular if X and Y are Scott do-
mains or pointed FS domains. Moreover, as an immediate corollary we get
that if the continuous sequent calculi L and M represent such spaces then
the compact interpretation k(�!  ) of any basic token (�!  ) is indeed
compact saturated.

Remark. It is not clear at the moment under which exact conditions the
saturated set N(O;K) is compact. For the approach of the above proof to
work we have to assume that Y X is supersober. The domain structure of
Y is only needed to guarantee that for every point y that does not lie in a
compact set K there is a finitely generated compact set containing K but
not y. This appears to be related to Y being a quasicontinuous domain (see
[GLS83]). For X we seem to need the property that for an open neighbour-
hood U of x there is an x0 2 U such that x 2 int("x0) which, for example, is
clearly not the case if X is Hausdorff.

We now return to density for o(�) and k(�), i.e. property (2) of Theo-
rem 3.2.2.

Theorem 3.2.12. Let L and M be continuous sequent calculi representing stably
compact spaces X and Y such that Y has a least element and Y

X is a stably
compact continuous domain. For an openO � Y

X andK 2 K

�

Y

X

�

withK � O

there is a formula � 2 [L!M ℄ such that K � o(�) � k(�) � O.

Proof. We begin by simplifying the problem. By Lemma 1.1.5 we can find
finitely many functions f

1

; : : : ; f

n

such that K � "ff

1

; : : : ; f

n

g � O. Sup-
pose we produce formulae �

1

; : : : ; �

n

such that "f
i

� o(�

i

) � k(�

i

) � O,
for i = 1; : : : ; n. Then we get

K � "f

1

[ � � � [ "f

n

� o(�

1

_ � � � _ �

n

) � k(�

1

_ � � � _ �

n

) � O

which proves the theorem. Hence, it suffices to show that for any f 2 Y

X

and any open set O � Y

X containing f there is a formula � such that
"f � o(�) � k(�) � O.

Let us therefore assume we are given such a function f 2 O 2 
(Y

X

).
Then for every x 2 X and every y � f(x) we can find a  2M satisfying

f(x) 2 OJ K � KJ K �
�

�

y:

We get x 2 f�1
�

OJ K

�

2 
(X) and hence another formula � 2 L such that

x 2 OJ�K � KJ�K � f

�1

�

OJ K

�

:

We now claim:

f 2 o(�!  ) � k(�!  ) � "

�

OJ�K& y

�

(3.1)
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The only thing that is not obvious is the last containment. To check it note
that g 2 k(�!  ) is by definition equivalent to g

�

OJ�K

�

� KJ K �
�

�

y. This
implies y � g(x) for all x 2 OJ�K which proves

�

OJ�K& y

�

v g.
Repeating the argument from the proof of Proposition 3.2.9 we see that

f is the supremum of such step functions
�

OJ�

i

K & y

i

�

, or equivalently
T

i

"

�

OJ�

i

K& y

i

�

= "f � O. Since we assumed that Y X is stably compact
we can invoke Corollary 1.2.14 and infer that there are finitely many such
functions that already satisfy

f 2 "

�

OJ�

1

K& y

1

�

\ � � � \ "

�

OJ�

n

K& y

n

�

� O:

Together with the equation (3.1) this implies

f 2 o

�

(�

1

!  

1

) ^� � �^ (�

n

!  

n

)

�

� k

�

(�

1

!  

1

) ^� � �^ (�

n

!  

n

)

�

� O

which concludes the proof.

For continuous sequent calculi L and M satisfying the premises of the
theorem this is a strengthening of Proposition 3.2.10. It implies that the sets
o(�!  ) form a basis of the topology on Y X , that the complements of the
sets k(�!  ) form a basis for the co-compact topology, and moreover that
they do so in a joint way.

Putting the last two theorems together we see that under reasonably
mild conditions, for example if L and M represent pointed FS domains,
the algebra [L!M ℄ satisfies the properties of Theorem 3.2.2. Hence, it can
be equipped with a continuous consequence relation 

[L!M ℄

such that it

represents the exponential Y X of the corresponding spaces.
Unfortunately, this does not mean that we have a function space con-

struction in logical form. For this we lack a syntactic description of se-
quences � 

[L!M ℄

� relating atomic formulae. Even under more restrictive
conditions, like the case of continuous Scott domains, it is not clear how to
proceed.

It is instructive to compare this to the situation in Abramsky’s original
work [Abr91b]. It is at this point where the primality predicateC is needed.
We always have:

�

�! ( ^ �)

�

� (�!  ) ^ (�! �) and
�

(� _  )! �

�

� (�! �) ^ ( ! �)

For disjunction on the right and conjunction on the left we only get
�

�! ( _ �)

�

& (�!  ) _ (�! �) and
�

(� ^  )! �

�

& (�! �) _ ( ! �)

which is a consequence of (� ! �) being antitone in the first and monotone
in the second argument. The first equation becomes an equivalence if C(�)
holds.
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As we observed in the discussion leading up to Proposition 1.2.24 the
compact open subsets in a continuous domain are precisely those of the
form "M , whereM is a finite set of compact elements. The _-irreducible el-
ements in K
(X) for a stably compact algebraic domain X are thus simply
the principal filters "x. In effect, the C-predicate says that a formula corre-
sponds to a point in the domain. Given that one of the slogans underlying
locales and domains in logical form is to consider open sets, or properties,
as primary objects and points as derived ones, this is a bit strange. For al-
gebraic domains this is however justified by the fact that compactness of
an element is an intrinsic property, unlike being a member of an arbitrarily
chosen basis for a domain. Thus the compact elements give rise to a canon-
ical subbasis of the Scott topology. Moreover, in applications they typically
correspond to finite objects and thus, even from a constructivist point of
view, the nature of their existence is not in doubt.

In the continuous case points are more problematic. It is also not clear to
what extent formulae whose compact interpretation is a point and whose
open reading is a Scott-open filter can be used as a substitute for formulae
satisfying Abramsky’s C-predicate.

Surprisingly, the situation for the relation space is much nicer. This is
the topic of the next section.

3.2.4 Relation Spaces

Let us take two continuous sequent calculi L and M corresponding to the
topological spacesX and Y and consider the hom-setMLS(L;M), or equiv-
alently StCp

�

(X;Y )

�

=

StCp

K

(X;Y ) = StCp

�

X;K(Y )

�

. From the last de-
scription we can see that we can endow it with the compact open topology
and make it into a topological space again; in fact, this space [X)Y ℄ turns
out to be stably compact. Unfortunately, this does not give rise to a carte-
sian closed structure nor to a symmetric monoidal closed one. Nonetheless,
it is not just an arbitrary object and we will explore the universal property
it satisfies. This relation space also has a nice description in syntactic terms.

Closure

We begin by showing that StCp� is not cartesian closed. It has a zero object
0, namely the singleton f�g. Moreover, it is non-trivial, in the sense that
it has morphisms that are different from the identities on the objects. The
claim now follows immediately from the following well-known general ob-
servation:

Lemma 3.2.13. In a cartesian closed category with a zero object all objects are
isomorphic.
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Proof. The zero object 0 is both initial and terminal, and hence we have
X � 0

�

=

X for all objects X . If the product functor X � � has a right
adjoint, it preserves colimits and in particular 0. This implies that for all
objects X we get X �

=

X � 0

�

=

0.

A candidate for a symmetric monoidal structure suggests itself: the
product taken in the category of continuous functions rather than in the
category of relations. We have studied the construction of L 
M in Sec-
tion 3.2.2 and have seen that this continuous sequent calculus corresponds
to X � Y , where the latter is the cartesian product with the product topol-
ogy. To avoid confusion with the categorical product, which is the same as
the coproduct, we also refer to this space as X 
 Y .

Similar to the cartesian product in Rel this tensor gives rise to a sym-
metric monoidal closed structure on StCp

�, albeit a rather trivial one. We
have StCp�(X 
 Y;Z)

�

=

StCp

�

(X;Y

�


 Z) as is readily checked.
In the following we are more interested in the relation space construc-

tion [X)Y ℄, although it cannot have a left adjoint: As we know, in StCp

�

finite products and coproducts agree. We can easily construct finite coun-
terexamples that show that [X)�℄ does not preserve products, for exam-
ple:

�

�

�

[1)1+ 2℄

�

�

�

=

�

�

�

StCp

�

(1;1 + 2)

�

�

�

=

�

�

�

StCp

�

1;K(1 + 2)

�

�

�

�

= 6

But on the other hand:
�

�

�

[1)1℄ + [1)2℄

�

�

�

=

�

�

�

[1)1℄

�

�

�

+

�

�

�

[1)2℄

�

�

�

= 2 + 3 = 5

Nonetheless,X 
� and [X)�℄ are almost adjoint, as we will see later.
In fact, [X)Y ℄ is a weak exponential, in the sense that there is an evaluation
relation, and for all other morphisms R : Z 
 X +

-

Y there is a closed
relation ^

R : Z +

-

[X)Y ℄—though not necessarily a unique one—making
the relevant diagram commute. The relation ^

R turns out to be a function,
and as a function it is unique. Note that this is precisely the same situation
as for the relation space in Rel, the category of sets and relations. We will
come back to this universal property once we have set up the necessary
machinery.

The Topological Relation Space

As we have already discussed at the beginning of this section, the hom-
set StCp�(X;Y ) is isomorphic to StCp

�

X;K(Y )

�

and hence we can equip
it with the topology inherited from the compact open topology on K(Y )X .
We call this space [X)Y ℄, and by Proposition 3.2.9 this is a continuous
Scott domain with the Scott topology which implies, in particular, that it is
stably compact because of Proposition 1.3.19.
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Let us rephrase the topology of this space in terms of relations rather
than functions to the Smyth power domain. If O � Y is open, then the set
2O =

�

K 2 K(Y )

�

�

K � O

	

is Scott-open by Lemma 1.2.17. Hence we get
the open neighbourhoods

N(K;2O) =

�

f : X ! K(Y )

�

�

f [K℄ � 2O

	

�

=

�

R : X +

-

Y

�

�

(8x 2 K)x R y =) y 2 O

	

=

�

R : X +

-

Y

�

�

R[K℄ � O

	

and we will soon prove that they form a subbasis of the topology.
For an open set O � X and K � Y compact saturated we can also

consider the sets

N(O;2K) :=

�

R : X +

-

Y

�

�

R[O℄ � K

	

;

where we use 2K to denote
�

L 2 K(Y )

�

�

L � K

	

by slight abuse of
notation. As this set 2K is simply "K taken in K(K), where the order
is reverse inclusion, Theorem 3.2.11 applies and we see that N(O;2K) is
compact.

Next we study the order structure on the relation space:

Proposition 3.2.14. The specialisation order on the space [X)Y ℄ is reverse in-
clusion. Furthermore, arbitrary suprema and finite infima are given by intersection
and union, respectively.

Proof. By Lemma 3.2.7, the inequality R v S holds for relations from X to
Y if and only if for the corresponding functions f

R

; f

S

: X ! K(Y ) we have

(8x 2 X) f

R

(x) � f

S

(x):

This is equivalent to R � S.
The second claim follows immediately from the fact that closed sets are

closed under intersections and finite unions.

Before we can tackle the universal property of the relation space we first
have to turn 
 into a bifunctor. To this end let us take two closed relations
R : X +

-

X

0 and S : Y +

-

Y

0. We define R
 S : X 
 Y +

-

X

0


 Y

0

by:

hx; yi (R 
 S) hx

0

; y

0

i :() x R x

0 and y S y

0

This assignment is clearly functorial, the only question is whether it defines
a closed relation. If we have x 6R x

0 we find O 2 
(X) and K 2 K(X

0

) such
that O � (X

0

nK) \R = ;. This implies

(O � Y )�

�

(X

0

nK)� Y

0

�

| {z }

(X

0

�Y

0

)n(K�Y

0

)

\(R
 S) = ;:
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The case y 6S y0 is argued analogously.

As we have discussed before we can think of a continuous function
f : X ! Y as a relation, namely its hypergraph F � X � Y , by setting
x F y :, f(x) v y. This defines a faithful functor i : StCp �

-

StCp

�.
Using this embedding we can see that 
 extends the product bifunctor on
StCp:

For f : X ! X

0 and g : Y ! Y

0 we get f � g : X � Y ! X

0

� Y

0, and its
embedding is given by:

hx; yi

�

i(f � g)

�

hx

0

; y

0

i () hf(x); g(y)i v hx

0

; y

0

i

We can also embed f and g first and then compute i(f)
 i(g) which yields
the exact same relation since the order on the product is component-wise.
This shows that the following diagram of functors commutes:

StCp

2

���

-

StCp

(StCp

�

)

2

i

2

?

\

�
�

-

StCp

�

?

\

i

As a final preliminary consideration we study the composition of a con-
tinuous function f , or more precisely of the hypergraph of f , with a closed
relation R. In the following we will use crossed arrows for closed rela-
tions and normal ones for continuous functions considered as relations. We
claim that

X

f

-

Y

R

+

-

Z

is simply given by

x (f Æ R) z () f(x) R z

where as before we write the composition of relations as the usual relational
product, i.e. from left to right. The composition certainly contains all these
pairs, and for the other inclusion it suffices to observe that f(x) v y R z

implies f(x) R z.

Theorem 3.2.15. The relation space construction [X)�℄ is the right adjoint to
the functor i Æ (X ��) = (X 
�) Æ i.

Proof. We begin by defining the evaluation relation � : [X)Y ℄
X +

-

Y :

hR; xi (�) y :() x R y
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To see that this is indeed a morphism suppose x 6R y. The relation R is
closed in X � Y

�

by assumption and these two spaces are locally com-
pact. Hence, we find compact neighbourhoods K 3 x and L 3 y such
that (K � L) \R = ;. Note that L is a neighbourhood with respect to the
co-compact topology on Y . From this we immediately get

�

N(K;2

�

Y n L)

�

�K � L

�

\ (�) = ;

and the product is a neighbourhood of hR; x; yi. This proves that � is closed
in [X)Y ℄�X � Y

�

.
Now we have to verify the details of the universal property indicated

in the following diagram:

[X)Y ℄ [X)Y ℄
X

�

+

-

Y

Z

9!

^

R

6

.

.

.

.

.

.

.

.

Z 
X

^

R
X

6

.

.

.

.

.

.

.

.

+

8

R

-

We define the function ^

R by:

x

�

^

R(z)

�

y :() hz; xi R y

Rather than checking all the details ‘by hand’ we use the fact that cer-
tain exponentials exist in StCp: The relation R corresponds to a function
f

R

: X � Z ! K(Y ). Now, X is locally compact and hence exponentiable
which means that f

R

has an exponential transpose. This transpose is a
continuous function from Z to K(Y )X , namely ^

R up to the isomorphism
K(Y )

X

�

=

[X)Y ℄. This shows both that for all z 2 Z the relation ^

R(z) is
closed in X � Y

�

and that ^

R is continuous.
It follows from the discussion preceding the theorem that the function

^

R is uniquely determined.

The Relation Space Construction

Now suppose L and M represent X and Y , respectively. We generate
[L)M ℄ freely from the tokens (�)  ) for � 2 L and  2 M . We have
already proved that the two functions

o(�)  ) := N

�

KJ�K;2OJ K

�

=

�

R : X +

-

Y

�

�

R

�

KJ�K
�

� OJ K

	

k(�)  ) := N

�

OJ�K;2KJ K

�

=

�

R : X +

-

Y

�

�

R

�

OJ�K

�

� KJ K
	

define an open and a compact saturated reading. It is also clear that o and
k satisfy the sanity condition o(�)  ) � k(�)  ).



150 CHAPTER 3. SEMANTICS

The proof of density of o and k, in the sense of Theorem 3.2.2.(2), is
essentially the same as that for the function space. We have to modify
the proof of Theorem 3.2.12 only slightly: Take a relation seen as a multi-
function f 2 O 2 


�

K(Y )

X

�

. For every x 2 X and open set O containing
the compact saturated set f(x) we find a token  2M such that

f(x) � OJ K � KJ K � O:

This implies x 2 f

�1

�

2OJ K

�

2 
(X) and hence we find a formula � 2 L

such that

x 2 OJ�K � KJ�K � f

�1

�

2OJ K

�

:

This implies

f 2 o(�)  ) � k(�)  ) � "

�

OJ�K& KJ K

�

;

where by slight abuse notation we consider o(�)  ) and k(�)  ) as sub-
sets ofK(Y )X rather than of the isomorphic [X)Y ℄. The saturated set f(x)
is the intersection of sets KJ K as constructed above which implies that f is
the supremum of such step functions, and we can conclude the proof as in
the case of the function space.

To complete the syntactic relation space construction we have to come
up with rules that generate sufficiently many 

[L)M ℄

-sequents between
atomic tokens. First, note that there are no such sequents with an empty
right hand side because of the empty relation which is a member of every
k(�)  ). Next we show that we can restrict the right hand side to single-
tons: Take a situation

k(�

1

)  

1

) \ � � � \ k(�

m

)  

m

) � o(�

1

) �

1

) [ � � � [ o(�

n

) �

n

)

where we cannot leave out any of the o(�
i

) �

i

) on the right. If n > 1

we can find closed relations R
1

; : : : ; R

n

that lie in the intersection of the
compact saturated sets, but R

i

=2 o(�

i

) �

i

). The union
S

i

R

i

still satisfies
all the conditions on the left, but it is not a member of any of the o(�

i

) �

i

),
a contradiction. This proves that in such an irreducible situation we have
n = 1, or in other words that, modulo weakening, we can restrict ourselves
to singletons on the right.

This means that we have to characterise the sequents:

(�

1

)  

1

); : : : ; (�

n

)  

n

) 

[L)M ℄

(� ) �) (3.2)

The key is the following relation. We construct the following multi-function

f :=

�

OJ�

1

K& KJ 

1

K

�

_ � � � _

�

OJ�

n

K& KJ 
n

K

�

from X to K(Y ). A component in this disjunction
�

OJ�

i

K & KJ 
i

K

�

is the
smallest function such that the corresponding relation lies in k(�

i

)  

i

).
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Hence, the relation R

f

: X +

-

Y corresponding to the supremum f of
these step functions is the largest relation—in terms of subset inclusion
rather than the specialisation order on [X)Y ℄—that satisfies the premise
of the above sequent. If the sequent (3.2) holds, then we must also have
R

f

�

KJ�K

�

� OJ�K.
We now study what this means for the relative position of KJ�K and

OJ�

1

K; : : : ;OJ�

n

K on the one side and for OJ�K and KJ 

1

K; : : : ;KJ 

n

K on
the other. We first consider a trivial case, although it will later be sub-
sumed by the general one: Suppose KJ�K * OJ�

1

K [ � � � [OJ�

n

K. Then R
f

relates points from KJ�K to all of Y which implies OJ�K = Y . Because of
o(? ) �) = o(� ) >) = [X)Y ℄ this implies 

[L)M ℄

(� ) �).
If KJ�K is covered by the OJ�

i

K then we proceed as follows. For each
x 2 KJ�K we determine the OJ�

i

K that x is an element of. If we get

x 2 OJ�

i

1

K \ � � � \OJ�

i

k

K

where x is not contained in any other OJ�

j

K, then we have

f(x) = KJ 

i

1

K \ � � � \ KJ 

i

k

K

and thus

KJ 

i

1

K \ � � � \ KJ 

i

k

K � OJ�K:

Putting it all together we get a covering of � by a union of intersections of
sets OJ�

i

K such that the corresponding set made up from the KJ 

i

K instead
of the OJ�

i

K is contained in OJ�K.
This leads to the single rule:

� 

L

t(�

1

; : : : ; �

n

) t( 

1

; : : : ;  

n

) 

M

�

(�

1

)  

1

); : : : ; (�

n

)  

n

) 

[L)M ℄

(� ) �)

where t is a term in n variables using the connectives ?, >, _
and ^.

Since we allow the usage of the constants ? and > we have the ‘special’
case as an instance if we pick t:=>. The rule is clearly sound and our dis-
cussion shows that this rule is sufficient to derive all 

[L)M ℄

-sequents with
a singleton on the right.

We can reformulate the rule in a way that does not resort to the logical
connectives: Beginning from the two sequents

� 

L

t(�

1

; : : : ; �

n

) and t( 

1

; : : : ;  

n

) 

M

�
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we apply backwards rules until we end up with sequents

� 

L

�

1

	

1



M

�

...
...

� 

L

�

k

	

l



M

�

such that the �

i

are subsets of f�
1

; : : : ; �

n

g and the 	

j

of f 
1

; : : : ;  

n

g,
i.e. the sequents no longer contain any logical connectives. We now claim
that these sequents satisfy a slightly modified form of the side condition
of (Cut�) (see page 61): Let i : f�

1

; : : : ; �

n

g ! f 

1

; : : : ;  

n

g be the bijection
that maps �

1

to 
1

, �
2

to 
2

, and so on. Using iwe can express the condition
as:

�

8f 2

Y

i

�

i

�

(9j) 	

j

� i

�

ff

1

; : : : ; f

k

g

�

(3.3)

To understand why the sequents we constructed earlier satisfy this condi-
tion we take a closer look at the �

i

and 	

j

. The sets 	

j

give rise to the
following disjunctive normal form of t( 

1

; : : : ;  

n

):

^

	

1

_ � � � _

^

	

l

The �
i

, on the other hand, are more naturally understood as giving rise to a
conjunctive normal form of t(�

1

; : : : ; �

n

). To get a disjunctive normal form
we have to distribute all the conjunctions over the disjunctions. This leads
precisely to choice functions:

_

f2

Q

i

�

i

(f

1

^ � � � ^ f

k

)

Both these disjunctive normal forms come essentially from the same term t.
In general they need not be identical, but considered as elements of the free
distributive lattice on n generators they must be equivalent. Thus, we see
that the condition (�) must be satisfied.

Hence, we can give the following alternative rule for the relation space:

� 

L

�

1

	

1



M

�

...
...

� 

L

�

k

	

l



M

�

(�

1

)  

1

); : : : ; (�

n

)  

n

) 

[L)M ℄

(� ) �)

where the sets �
i

and the 	

j

are contained in f�
1

; : : : ; �

n

g and
f 

1

; : : : ;  

n

g, respectively, and they satisfy the above side con-
dition (3.3).



DOMAIN CONSTRUCTIONS 153

Of course we could also formulate the side condition in a more symmetric
fashion by adding the isomorphism i to the condition given in Lemma 2.1.2.
Moreover, note that the possibility to have empty left or right hand sides in
the sequents allows us to dispense with the constants ? and >.

As before our derivation of the rule shows that it is complete. To prove
that it is sound we only have to translate what the side condition means
for the disjunctive normal forms: It says that for every conjunction term of
�

i

appearing there is a conjunction of  
j

that contains at most the formu-
lae corresponding to the �

i

. This implies that if the normal form on the
left is given by s(�

1

; : : : ; �

n

), and the one on the right by t( 

1

; : : : ;  

n

)

then we have s � t in the free distributive lattice. From this we infer
KJ�K � s

�

OJ�

1

K; : : : ;OJ�

n

K

�

and

s

�

KJ 

1

K; : : : ;KJ 

n

K

�

� t

�

KJ 
1

K; : : : ;KJ 

n

K

�

� OJ�K

which implies soundness.
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3.3 Relations and Functions

As our final topic illuminating the relationship between the function space
and the relation space we come back to the last problem of Section 3.1.4,
namely characterising the ‘functions’ among the morphisms of StCp�. In
this section we do it in categorical terms.

The idea is simple: Take a category with finite products. If we choose
binary products and a terminal, then the products give rise to a symmetric
monoidal structure on the category. Moreover, the unique maps to the ter-
minal and the diagonals �

A

: A! A�A are natural transformations. Now
consider the relationship between Set and Rel. Cartesian products in Set

can be extended to a bifunctor on Rel although they are no longer categori-
cal products. Moreover, a relation is a function if and only if the diagonals
and the unique functions into the chosen singleton are natural with respect
to it. This suggests to define ‘functions’ in these terms.

The plan of this section is as follows: We begin by introducing cate-
gories with diagonals. In such a category we can define an intrinsic notion
of a morphism being a function. We then explore how this relates to the
standard construction of a category of relations from any regular category.
All this material is essentially category theory folklore. Finally we apply
this machinery to our category StCp.

3.3.1 Diagonals

Suppose C is a symmetric monoidal category. Recall that a commutative
comonoid in C is an object A 2 jCj together with morphisms t : A ! I and
�: A! A
A that makes the three diagrams

A

A
 I

�

A
 t

�

�

=

A
A

?

�

t
A

-

I 
A

�

=

-

A

A
A

�

=

�

A;A

-

�

�

A
A

�

-

A

�

-

A
A

A
�

-

A
 (A
A)

A
A

�

?

�
A

-

(A
A)
A

?

�

=
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commute. Here I is the unit for the tensor, the unlabelled arrows are the
isomorphisms that are part of the definition of the monoidal structure and
�

A;A

is the isomorphism that makes C symmetric monoidal.

Definition 3.3.1. A diagonal structure on a symmetric monoidal category C

is a family of commutative comonoids ht
A

;�

A

i

A2jCj

, indexed by the objects
of C, that respects the symmetric monoidal structure of C in the sense that
the following diagrams commute:

A
B

I 
 I

�

=

-

�

t

A




t

B

I

t

A




B

-

t

I

: I ==== I

A
B

(A
B)
 (A
B)

�

=

-

�

�

A




B

(A
A)
 (B 
B)

�

A




�

B

-

We also call a symmetric monoidal category with a chosen diagonal
structure a category with diagonals.

The guiding example is Rel, the category of sets with relations as mor-
phisms. This category is self dual since for every relation R from X to Y
the opposite relation fhx; yi j y R zg is a morphism from Y toX and taking
the opposite relation is clearly functorial. As the self duality fixes objects,
products and coproducts agree, and in fact they are given by disjoint union.
Cartesian products and any terminal, say I:=f�g, give rise to a symmetric
monoidal structure on Rel: For objects we set X 
 Y :=X � Y and for mor-
phisms we take the relations component-wise:

hx; yi R
 S hx

0

; y

0

i :() x R x

0 and y S y

0

In the following we consider the following diagonal structure on Rel:

t

A

:= A� f�g =

�

ha; �i j a 2 A

	

a �

A

hb; i :() a = b = 

The t
A

and �

A

are readily seen to define commutative comonoids and to
satisfy the conditions of the previous definition. We will see shortly that
this is a consequence of the fact that in Set the tensor is just the categorical
product and the singleton is a terminal.
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Let us return to the general situation. Without additional assumptions
neither (t

A

)

A

nor (�
A

)

A

is a natural transformation. They are if and only
if the symmetric monoidal structure on C is given by finite products. One
direction of the proof is easy: If C has (chosen) finite products, then we can
take the unique arrows into the terminal as t

A

and let �
A

:=hA;Ai. These
morphisms are always natural since they are determined by a universal
property and they define a diagonal structure with respect to binary prod-
ucts and the terminal. The converse is the content of the following propo-
sition.

Proposition 3.3.2. 1. If (t
A

)

A

is a natural transformation from the identity
on C to the constant I functor, then I is a terminal.

2. If in addition (�

A

)

A

is natural from the identity functor C to (�
�), then

 is the categorical product.

Proof. The object I is weakly terminal, and if f : A ! I is any arrow to I
then naturality means

A

t

A

-

I

I

f

?

=========

t

I

I

w

w

w

w

w

w

w

w

w

w

w

which implies f = t

A

.

Suppose �: C ! (� 
 �) is natural. To show 
 = � we first have to
define the projections:

A
 I

�

A
 t

B

A
B

t

A


B

-

I 
B

A

�

=

?

�

�

0

B

?

�

=

�

1

-

If we are given two morphisms f : C ! A and g : C ! B we define hf; gi
to be the composition

hf; gi : C

�

C

-

C 
 C

f
g

-

A
B:
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Now, we have to consider the composition with the projections:

C

f

-

A

C 
 C

�

?

f 
 f

-

A
A

�

?

A
B

f 
 g

?

A
 t

-

A
 I

?

A
 t

�

=

-

f




t

-

A

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

The top square commutes by naturality, the bottom one since we already
know that I is a terminal, and the triangle on the right is one of the axioms
defining comonoids. Hence, we have shown �

0

Æ hf; gi = f , and the proof
for �

1

Æ hf; gi = g is analogous.
It remains to show that hf; gi is unique. For another mediating arrow

h : C ! A
B we consider:

C

h

-

A
B ========= A
B

C 
 C

�

?

h
 h

-

(A
B)
 (A
B)

�

=

i

-

�

�

(A
A)
 (B 
B)

?

�
�

(A
 I)
 (I 
B)

?

(A
 t)
 (t
B)

�

=

-

(

A




t

)




(

t




B

)

-

A
B

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

For most sub-diagrams commutativity is obvious. The rightmost rectangle
is the tensor of the equations (A
 t) Æ� = A and (t
B) Æ� = B, both of
which are instances of one of the axioms for comonoids. To understand

(A
 t

A

)
 (t

B


B) Æ i = (A
 t

B

)
 (t

A


B)

we have to take a closer look at the isomorphism i. It is made up from the
isomorphisms saying that
 is associative and commutative. These isomor-
phisms are natural transformations by definition. Note that I 
 I

�

=

I and
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so I 
 I is also terminal which implies that the commutativity morphism
�

I;I

: I 
 I ! I 
 I is the identity. This concludes the proof that the bottom
middle triangle commutes. If we trace the arrows at the lower edge of the
diagram we see that we have shown h = hf; gi.

We now use the lack of naturality of (t
A

)

A

and (�

A

)

A

to define an ab-
stract notion of function.

Definition 3.3.3. We say that a morphism f : A ! B is total if t is natural
with respect to it, or in other words if

A

t

A

-

I

B

f

?

t

B

-

commutes. It is deterministic if � is natural for it, i.e. if the diagram

A

�

A

-

A
A

B

f

?

�

B

-

B 
B

?

f 
 f

commutes.
If f is total and deterministic, then we call it functional or a function, and

we denote the subcategory of functions by Fun(C).

The following lemma ensures that Fun(C) is indeed a category.

Lemma 3.3.4. The classes of total and of deterministic morphisms are closed un-
der composition and contain all identity morphisms.

Proof. All claims follow immediately from the definitions.

To get a better understanding of the properties that we have just defined
we investigate what they mean for our principal example Rel. A relation
R : X +

-

Y satisfies

X

t

X

+

-

I = f�g

Y

R+

?

+

t

Y

-
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if and only if for every x 2 X there is a y 2 Y such that x R y. This is
equivalent to R being a total relation in the usual sense.

For determinism consider:

X

�

X

+

-

X 
X

Y

R+

?

+

�

Y

-

Y 
 Y

+

?

R
R

For x R y �

Y

hy; yi we clearly also have x �

X

hx; xi (R
R) hy; yi. But if
conversely

x �

X

hx; xi (R
R) hy; y

0

i

holds, then we can find a y00 satisfying

x R y

00

�

Y

hy; y

0

i

only if y = y

0

= y

00. This means that R is deterministic as a morphism if
and only if it is a single-valued relation. Putting the two things together we
see that in Rel the functional relations are precisely those that are functions
in the classical, concrete sense.

All structure maps are functional, but since we do not need this fact
later on, we simply state the result without proof:

Proposition 3.3.5. Let C be a symmetric monoidal category with diagonals. Then
the structural natural isomorphisms that make C symmetric monoidal, as well as
all arrows t

A

and �

A

of the diagonal structure are functional.

With the new terminology we can reformulate Proposition 3.3.2 as fol-
lows:

Corollary 3.3.6. If C is a symmetric monoidal category with diagonals, then the
category of functions Fun(C) is the largest subcategory of C such that the tensor—
together with the diagonal structure—gives rise to a product.

3.3.2 Regular Categories

There is a standard way of talking about relations in an arbitrary category.
A relation from A to B is simply a subobject R- -

A�B. For two arrows
u : C ! A and v : C ! B the mediating morphism hu; vi : C ! A�B is
monic if and only if u and v are jointly monic. Hence, we can equivalently
think of relations as jointly monic pairs r

0

: R ! A and r

1

: R ! B. To be
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more precise we should say that a relation is an equivalence class of such
pairs; the equivalence is given by isomorphisms that make the obvious di-
agram commute.

To define a proper composition of relations we need more structure on
the category C; it has to be a regular category. We quickly review the basic
definitions and results. Our exposition follows [McL92, Chapter 25], in par-
ticular we will make use of generalised elements which will be introduced
shortly.

An arrow q : A ! B is surjective or a surjection if the only subobject of
B it factors through is B. In the following we will use arrows of the shape

. to denote surjections. If C has equalisers then all surjections are epi.

A surjective image of an arrow f : A! B is a factorisation A
q

. Q

-

e

-

B

such that q is surjective and e is monic. A regular category is a category with
finite limits such that all morphisms have surjective images and surjections
are stable under pullback.

The meaning of these definitions will become clearer when we use them
to compose relations. But to explain this composition it is useful to intro-
duce the language of generalised elements first.

A generalised element is simply an arrow x : A ! B. We write x 2
A

B

and call A the stage of definition of the element x. Given another morphism
f : B ! C , we can apply it to x to get the generalised element f Æ x 2

A

B

which we also write as f(x) 2
A

B. If x 2
A

B is a generalised element and
i : C

- -

B monic, then we write x 2 i if x factors through i:

A

x

-

B

C

-

i

-

. . . . . . . . . . . . .

9

-

In this case we also say that the element x is a member of i. Provided that i
is implicitly understood we may also write x 2 C and say x is a member of
C . One use of this notation lies in the following:

Proposition 3.3.7. Let i : A- -

B and i0 : A0- -

B be two monics. Then we
have i � i

0, i.e. i factors through i0 and hence is also a subobject of i0, if and only if
all generalised elements that are members of i are members of i0.

Proof. The “only if” part follows immediately from the definitions. For the
other implication we consider the generalised element i 2

A

B which is
clearly a member of A. If this implies that i is also a member of i0, then this
says precisely that i factors through i0.

As an immediate consequence we see that generalised elements charac-
terise subobjects:



RELATIONS AND FUNCTIONS 161

Corollary 3.3.8. Two monics i : A- -

B and i0 : A0- -

B represent the same
subobject of B if and only if they have the same generalised elements.

Before we come back to the composition of relations we have to investi-
gate how membership of a generalised element in a subobject is affected by
changing the stage of definition. Suppose x 2

A

B is a generalised element
which is a member of a subobject C- -

B. For a morphism y : A

0

! A

we get a generalised element x Æ y 2
A

0

B, and this element clearly satisfies
x Æ y 2 C . The converse is false in general but holds if the earlier stage A0

covers A, i.e. if y is surjective:

Proposition 3.3.9. Let C be a subobject of B in a regular category. If x 2
A

B is
a generalised element and y : A0 . A surjective, then x Æ y 2 C implies x 2 C .

Proof. We take the pullback of the monic C- -

B and get the situation:

A

0

�

- -

. . . . . . . . . . . . . . . . .

d

-

A

y

.

C

?

- -

-

B

?

x

Since x Æ y factors through C we get a unique arrow d as in the diagram.
Pullbacks of monics are monic and as y is surjective we infer that the monic
at the top of the square is an isomorphism. This implies that x factors
through C .

Putting the proposition and the discussion preceding it together we can
say that membership of generalised elements in subobjects is invariant un-
der going to covering stages of definition.

Remark. We can also read this proposition as the non-trivial part of
the proof that in a regular category the surjections and the monics form a
factorisation system. Both these classes of arrows contain all isomorphisms
and are closed under composition with isomorphisms. Every morphism
factors as a surjection followed by a monic by definition, and the diagonal
fill-in property is exactly the property given in the proposition.

The relevance of the proposition is the following. Suppose R is a re-
lation from A to B and S another one from B to C . Trying to mimic the
situation in Rel we might try to define the composition of R and S as the
subobject of A � C that contains a pair ha; i 2

X

A� C if and only if there
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is an element b 2
X

B such that ha; bi 2 R and hb; i 2 S. Unfortunately, it
is possible that we cannot find such a b at stage X but that we can at a cov-
ering stage X 0

. X , contradicting the previous proposition. This means
that the best we can try is to define the elements of the composition at stage
X as those ha; i 2

X

A� C that satisfy:

(9X

0

u

. X; b 2

X

0

B) ha Æ u; bi 2 R and hb;  Æ ui 2 S (3.4)

If such a subobject of A � C exists, then Corollary 3.3.8 tells us that this
condition determines it uniquely. In the following we show that there is
such an object in C using the constructions provided by the definition of a
regular category.

We first take the pullback of r
1

and s
0

:

R Æ S

P

a

R

�

S

-

A

�

�

r

0

B

�

s

0

r

1

-

C

-

s

1

-

This gives us a map from P to A� C which we factorise as

P . R Æ S

- -

A� C:

The monic part of this factorisation gives us a subobject of A� C . By com-
posing with the projections we can also consider it as a jointly monic pair
of morphisms from R Æ S to A and C as indicated in the diagram.

Lemma 3.3.10. The composition RÆS contains precisely the generalised elements
given in (3.4).

Proof. Suppose we have a surjection u : X

0

. X and a generalised ele-
ment b 2

X

0

B such that ha Æ u; bi 2 R and hb;  Æ ui 2 S. By the definition of
the pullback this yields a unique arrow d : X

0

! P such that

P

R

�

�

X

0

6

d

-

S

-

commutes. We infer that ha Æ u;  Æ ui factors through R Æ S which implies
ha; i 2 R Æ S by Proposition 3.3.9.
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For the converse we take the pullback as indicated in the diagram:

R Æ S

�

X

P

a

�

X

0

a

R

�

S

-

A

�

�

r

0

B

�

s

0

r

1

-

C

-

s

1

-

This gives us the required generalised element b 2
X

0

B.

As an immediate consequence we see that composition of relations is
associative; the proof is essentially the one for Rel expressed in terms of
generalised elements. It is also clear that the relations

A

A

=

=

=

=

=

=

=

=

A

=

=

=

=

=

=

=

=

act as identities. From now on we let Rel(C) denote the category with the
same objects as C and relations as morphisms. We can embed the original
category C in Rel(C) by taking a morphism f : A! B to its graph �

f

:

A

A

=

=

=

=

=

=

=

=

B

f

-

At every stage of definition the graph contains exactly the generalised ele-
ments




a; f(a)

�

. This immediately implies that the embedding is functorial
and faithful because we can test it on the generic element A 2

A

A.
Conversely, if for a relation hr

0

; r

1

i : R ! A � B the arrow r

0

is an iso-
morphism, then the relation is equivalent to one of the form �

f

and hence
corresponds to a ‘function’ in the original category.

The category Rel(C) has a lot of additional structure; it is in particular,
an allegory. For such categories there is a standard way of defining a notion
of ‘function’. As it turns out, in Rel(C) they are precisely the morphisms
embedded from the original category C. For more details see [FS90, 2.132].

In the previous section we discussed an alternative version of defining
‘functions’ in a given category, namely via a diagonal structure. The reason
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for this is that some categories that look like categories of relations are not
allegories. One such example is MLS

�

=

StCp

�. It satisfies most axioms of
an allegory, but its self-duality does not fix objects. In the following we will
show that for Rel(C), instead of the allegory structure, we can also use an
induced diagonal structure to recover C.

Having assumed that C has finite limits we can extend the products to
a symmetric tensor of Rel(C): We choose any terminal object 1 in C as I ,
and for the tensor on objects we simply define A
B:=A�B. Since we can
embed the symmetric monoidal structure given by products in C into the
new category Rel(C), it is clear that this makes the latter category symmet-
ric monoidal if we can define the tensor on arbitrary relations. Suppose R
is a relation from A to A0, and S one from B to B0: We construct

R
 S = R� S

A�B

�

r

0

�

s

0

A

0

�B

0

r

1

�

s

1

-

which is a jointly monic pair of arrows and hence represents a relation from
A 
 B to A0 
 B

0. In terms of generalised elements this relation is charac-
terised by




hx; yi; hx

0

; y

0

i

�

2 R
 S () hx; x

0

i 2 R and hy; y

0

i 2 S

at all stages of definition. From this description it is clear that (�
�) is a
bifunctor and that it extends products, i.e. �

f


 �

g

= �

f�g

.
The category Rel(C) also inherits the diagonal structure from the origi-

nal category. We set

t := �

!

and

�

A

:= �

hA;Ai

where ! is the unique arrow from an object into the chosen terminal. It is
clear that this satisfies the axioms of a diagonal structure given in Defini-
tion 3.3.1 since all maps are embedded from C where the corresponding
diagrams commute. Using the same argument we see that all morphisms
�

f

are functional with respect to this diagonal structure. The converse also
holds:

Theorem 3.3.11. The functional morphisms in Rel(C) are exactly those of the
form �

f

, or in other words Fun
�

Rel(C)
�

�

=

C.

Proof. We only have to show that all functional relations in Rel(C) come
from a morphisms in C. Suppose R, given by the two maps r

0

: R ! A
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and r

1

: R ! B, is such a relation. From totality we infer that we have a
commuting diagram

A

R

a

A

=

=

=

=

=

=

=

=

=

=

=

=

=

=

=

�

r

0

B

-

r

1

-

I= 1

-

which implies that r
0

is surjective. We now show that it is also a monic and
hence an isomorphism. Suppose we have two parallel arrows x; y : X ! R

such that r
0

Æ x = r

0

Æ y =: a, then we consider the generalised elements
ha; r

1

Æ xi; ha; r

1

Æ yi 2

X

A�B. By construction we have

ha; r

1

Æ xi; ha; r

1

Æ yi 2 R

=)




ha; ai; hr

1

Æ x; r

1

Æ yi

�

2 R
R

=)




a; hr

1

Æ x; r

1

Æ yi

�

2 �

A

Æ (R
R) = R Æ�

B

=) (9u : X

0

. X; b 2

X

0

B) ha Æ u; bi 2 R

and



b; hr

1

Æ x Æ u; r

1

Æ y Æ ui

�

2 �

B

:

From this we infer b = r

1

Æ x Æ u = r

1

Æ y Æ u, and as u is epi this means
r

1

Æ x = r

1

Æ y. The morphisms r
0

and r

1

are jointly monic which allows
us to conclude that x and y are equal, thus showing that r

0

is monic. Since
we have seen before that it is also a cover it must be an isomorphism and
hence the relation R is a graph �

f

.

3.3.3 Closed Relations

Now, we apply this machinery to our category StCp

�. Although, it is not
of the form Rel(StCp) we still have an embedding from the cartesian cat-
egory StCp to StCp

�, and the tensor extends the product as discussed in
Section 3.2.4. This implies that we can simply embed the diagonal struc-
ture as well. Explicitly, the diagonals �

X

are given by

x �

X

hx

0

; x

00

i :() x v x

0

; x

00

and the nullary equivalents t
X

relate all elements in X to the one element
of I .

As in the previous section it is also clear that the embedding of a con-
tinuous function from StCp is functional in StCp

�. The converse is a refine-
ment of the proof for Rel.

Theorem 3.3.12. The functional morphisms in StCp

� are precisely the hyper-
graphs of continuous functions between stably compact spaces.
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Proof. We only have to prove that a functional closed relations come from
continuous functions. So, let us take such a relation R : X +

-

Y . If it is
total, then for all x 2 X there is a y 2 Y such that x R y. If we consider
the corresponding function f

R

: X ! K(Y ) this means f
R

(x) 6= ;, for all
x 2 X . Let us fix an x and suppose y; y0 are in the compact saturated set
f

R

(x). We get

x �

X

hx; xi R
R hy; y

0

i

and if R is deterministic there must be a y00 2 Y such that

x R y

00

�

Y

hy; y

0

i

which implies y00 v y; y

0. This shows that for a functional R the set f
R

(x) is
filtered, or directed with respect to the co-compact topology.

The space Y
�

is sober by Corollary 1.3.12 and thus Proposition 1.2.9 im-
plies that the directed supremum of f

R

(x) exists and that it does not lie in
the open set Y n f

R

(x). In terms of the original space Y this says that f
R

(x)

has a least element, i.e. it is a principal filter. We have thus shown that R
corresponds to a continuous function from X to Y .

This means that the categorical characterisation of functions agrees with
the concrete one given at the end of Section 3.1.4.



Conclusion

Let us come back to the aims laid out in the introduction to see what has
been achieved and which questions are still open.

The results on cut elimination of Section 2.2 and the representation The-
orem 3.2.2 allow us to perform a number of domain constructions in log-
ical form and they are defined for all stably compact spaces. This class
contains the bifinite domains of Abramsky’s theory as well as the FS do-
mains which include the continuous domains most commonly studied in
semantics. Of the power domain constructions we have only considered
the Smyth power domain, and so the Hoare and the Plotkin power do-
mains are canonical candidates to look at. A more interesting object of
study, however, is the probabilistic power domain since there is no equiv-
alent for algebraic domains. The probabilistic power domain for a stably
compact domain is again stably compact [JT98] but, apart from this, very lit-
tle is known about its structure. It is not even clear whether we can extend
the construction to arbitrary stably compact spaces or not. This means that
performing this construction in logical form will be difficult. We also have
not looked at bilimits, but as it is straightforward in Abramsky’s case this
should be quite easy. To tackle them in our setup means that we have to
characterise the embeddings in MLS.

The situation for function spaces is a very unsatisfactory. It is obvious
that we cannot have functions spaces of arbitrary stably compact spaces,
but we can for subclasses like FS domains. At the moment we are not even
able to perform the syntactic construction for the much more restrictive
class of continuous Scott domains. The problem is Abramsky’s primality
predicate that, in the algebraic case, allows him to talk about points which
is necessary for his construction. It is not clear how to translate that to our
setup or what other modification to the system could replace it.

This has a direct connection to the question whether it is possible to
do domain theory in purely logical form, i.e. without referring back to the
semantics. The construction of products and coproducts in Section 2.2.3
show how this could be done. Because of our categorical characterisation
of relation spaces in Theorem 3.2.15 and the syntactic characterisation of
functions given in Theorem 3.1.44 something similar should be possible for
the relation space construction. The problem, again, is the function space,
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and the first step is to translate Abramsky’s construction for algebraic do-
mains into a form that can be expressed in RMLS. As it is not known to
what extent this can be done, the question remains open.

As we have seen in Section 3.1.3, an MLS formula has an open and
a compact interpretation. It has been argued in [JS96] that compact and
open sets play dual rules, and the discussion of consistency in Section 3.1.1
shows that the compact interpretation can be understood as the negative
information contained in the formula. This poses the question what this
signifies on the syntactic side, and in particular what it means for the se-
mantics of a programming language using this logic.

Compared to the function spaces, the relation space construction is very
smooth. This may be an indication that it could be beneficial to focus more
on relational rather than on functional semantics, as is traditionally done in
denotational semantics. It remains to be seen what exactly can be expressed
in such a semantics and what the possible benefits are.



Index

Categories

For the hierarchy of full subcategories of Top, the category of topological
spaces, see Figure 1.2 on page 48. It contains all categories listed in (1)
and (2) below.

1. Categories of dcpo’s with Scott-continuous functions

AlgSott algebraic Scott domains, 21
Alg algebraic domains, 19
DCPO dcpo’s, 19
Dom continuous domains, 19
FS FS domains, 22
�Cp Lawson-compact domains, 44
RSFP retracts of bifinite domains, 22
Sott continuous Scott domains, 21
SFP bifinite (or SFP) domains, 21
2

3

SFP 2=3-bifinite domains, 50

2. Categories of topological spaces with continuous functions

CpOpen spaces with a basis of compact opens, 34
LoCp locally compact spaces, 33
Sob sober spaces, 27
Spe spectral spaces, 49
StCp stably compact spaces, 38
Stone Stone spaces, 49
Top topological spaces

3. Other categories

ASL arithmetic semilattices with Scott-continuous semilattice
morphisms, 107

CLat complete lattices with frame homomorphisms, 25
Frm frames with frame morphisms, 24
Lo locales, the opposite category of Frm, 24
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MLS continuous sequent calculi with compatible consequence
relations, 67

RMLS reflexive sequent calculi (i.e. with identity axiom) with
compatible consequence relations, 69

Rel sets with relations
SPL strong proximity lattices with approximable relations, 100
SPLw strong proximity lattices with weak approximable rela-

tions, 100
Set sets with functions
StCp

� stably compact spaces with closed relations, 123
StCp

K

Kleisli category for the Smyth power monad on stably
compact spaces, 120
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Notation

1. Order

P, 31
v, 16
", 17
#, 16

F

", 19
�, 19

�

�, 20
�

�

, 19
K(X), 19
n, 47
., 51
�, 51
�, 98
�, 101

2. Topology

L(U), 36
N(x), 16
N

Æ

(x), 25

(X), 17
K(X), 17
2O, 34
2K , 136
K
(X), 34
�(X), 19
X

�

, 17
X

�

, 17
X

", 41
O

x

, 26
O

I

, 111
O

�

, 112
K

F

, 111
K

�

, 112
OJ�K, 132
KJ�K, 132
^

O

�

, 117
J�K, 52
2, 24

X

?

, 42

X 
 Y , 146
P

S

(X), 136
Y

X , 137
N(A;B), 141
(O & y), 138
[X)Y ℄, 145

3. MLS

`, 60
, 65
Æ, 61

(�)

op, 89
X[`℄, 92
�[`℄, 92
[`℄X , 92
[`℄�, 92
[�℄, 74, 101
R

+, 70
B

+, 70
`

�

�

C

B

, 70
r(�), 70
r(�), 70
g(�), 70

4. Named

filt, 92
Fun(C), 158
idl, 92
pt, 25

Rel(C), 163
spec, 49, 111
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